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#### Abstract

SAT, SMT, MILP, and CP, have become prominent in the differential cryptanalysis of cryptographic primitives. In this paper, we review the techniques for constructing differential characteristic search models in these four formalisms. Additionally, we perform a systematic comparison encompassing over 20 cryptographic primitives and 16 solvers, on both easy and hard instances of optimisation, enumeration and differential probability estimation problems.
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## 1 Introduction

The design and analysis of block ciphers is a time-consuming and error-prone task that involves tracing the propagation of bit-level or word-level patterns of all sorts, following intricate rules. Automatic tools have made such tasks significantly easier. In the case of differential cryptanalysis [9, one of the most widely used analysis technique, the studied patterns (differential characteristics) represent the propagation of a XOR difference between the inputs through the cipher, and are studied through the following methods: (1) ad hoc (include search algorithms implemented from scratch in general purpose programming languages, e.g. Matsui algorithm [34]); (2) Boolean Satisfiability and Satisfiability Modulo Theory (SAT/SMT); (3) Mixed-Integer Linear Programming (MILP); (4) Constraint Programming (CP). In this paper, we provide an extensive review and performance comparison for the last three techniques for the search of differential characteristics for various ciphers.

- We provide an extensive review of modeling techniques in SAT, SMT, MILP and CP for the search of differential characteristics, in Section 3.
- We extensively compare these 4 methods on 3 different tasks: finding one optimal differential characteristic, enumerating all optimal differential characteristics, and estimating the probability of a differential. These tests are performed with 7 SAT solvers, 3 SMT solvers, 2 MILP solvers, 4 CP solvers, on over 20 primitives, resulting in the largest scale comparison of differential cryptanalysis models to date. The results are presented in Section 4 .

The research community stands to benefit greatly from this extensive review and comparison of techniques, which provides a further steps towards a better understanding of how to solve the instances that are still out of reach.

## 2 Preliminaries

A symmetric cryptographic primitive is usually a sequence of linear and nonlinear components transforming a plaintext (possibly with a key) into a ciphertext, usually by applying a simple round function to update the state for a number of rounds, each round using a round key derived from a key schedule algorithm.

Differential cryptanalysis focuses on studying the probability of differentials, which map an XOR difference in the plaintexts to a differences in the ciphertexts. This probability is usually bounded by the probability of a differential characteristics, i.e., a sequence of expected differences at each round (as described in Section Ap; the probability of the corresponding differential is related to the combined probabilities of all differential characteristics sharing the corresponding input and output differences, but varying in the internal rounds. Finding the optimal (highest probability) differential characteristic, or enumerating differential characteristics with given properties, is a highly combinatorial problem. In recent years, it has increasingly been tackled through declarative approaches (Section B), where the cryptographer describes the problem and leaves its resolution to a solver, usually SAT, SMT (Satisfiability Modulo Theories), MILP (Mixed Integer Linear Programming) and CP (Constraint Programming).

The search typically involves one set of variables per round to hold the difference state after each component of the primitive, as well as a set of variable for the probabilities. These variables usually contain the weights (base 2 logarithm of the reciprocal of the probabilities) for practical reasons. The problem of finding an optimal differential characteristic can then be expressed as assigning values for all state variables, such that known difference propagation rules are satisfied, and the sum of the probability weights is minimised, following the Markov cipher assumption of independent rounds.

The representation of these variables, and the expression of the propagation rules, vary between SAT, SMT, MILP and CP.

The propagation rules for linear components are simple, as differences propagate deterministically through them:

Proposition 1. Let $f:\{0,1\}^{m} \rightarrow\{0,1\}^{n}$ be a linear function and let $\Delta \vec{x} \in$ $\{0,1\}^{m}$ be an input difference; then $\Delta \vec{y}=f(\Delta \vec{x})$. (Proof: $f(\vec{x}+\Delta \vec{x})=f(\vec{x})+$ $f(\Delta \vec{x})$ )

On the other hand, propagation through non-linear operations are stochastic, and represent the main difficulty of the problem, due to the resulting combinatorial explosion. In Section 3, we detail the models used for propagation of the linear and nonlinear components used by the analyzed ciphers.

Related Work Differential cryptanalysis using declarative frameworks (SAT, SMT, MILP or CP) was introduced through MILP in [37], and has since then been an active research field (a review of techniques is given in Section 3). It is known [53] that the modeling choices for the search problem, independently of the chosen declarative framework, have a significant impact on the performance of the search. Additionally, within a given framework, it is difficult to predict what specific solver performs best: competitions such as the SAT competition [27] or the MiniZinc challenge for Constraint Programming solvers [36] pit existing solvers against each other on vast ranges of problems, but rarely cryptography-related ones. The choice of a model and a solver having such drastic impact on the ability to solve relevant differential cryptanalysis problems, research comparing the available options is important.

In 51 and [24], the authors use Constraint Programming tools to test the effectiveness of four solvers on PRESENT and AES, showing that for best differential characteristic search Chuffed is the best-performing solver on small instances, while Gurobi and Picat-SAT scale better. In 50, different SAT solvers are compared against a divide-and-conquer-based MILP model from [54] on a wide range of ciphers. In [18], the authors compare different models for the search of the best differential trails of SKINNY, including one for MILP, one for SAT, and one for CP. Following a two-stage search, their analysis showed that, in this case, this search is better performed with a MILP model in the first stage (enumerate the truncated trails with the smallest number of active S-box). CP performed best for the second stage, in which the truncated trails of the first stage are instantiated.

Despite extensive research in the area, many problems, such as the probabilities of differential characteristics for over 9 rounds of SPECK128 [50], are still out of reach. It is our hope that our large-scale comparison between solvers and modeling techniques will help chosing the right techniques to solving these.

## 3 Cipher components models

In this section, we review existing techniques to model different operations, in each of the studied declarative frameworks.

We use the following notation: $x$ denotes inputs, $y$ outputs and $w$ weight; superscripts denote input numbers and subscripts bit positions. If no input number is given, the input is only one; if no bit position is given, the variable is intended to be a single bit. Finally, we will use the vector notation $\vec{x}=\left(x_{0}, \ldots, x_{n-1}\right)$ to
denote the whole input, using 0 as the index of the Most Significant Bit (MSB). The models described in this section are bit-based, rather than word-based.

### 3.1 XOR component

XOR is a linear function and Proposition 1 applies, so that we can directly apply the bitwise model $\Delta y=\bigoplus_{i=0}^{n-1} \Delta x^{i}$.

- SAT: for $n=2$, the CNF is

$$
\begin{equation*}
\left(\neg \Delta x^{0}, \Delta x^{1}, \Delta y\right) \wedge\left(\Delta x^{0}, \neg \Delta x^{1}, \Delta y\right) \wedge\left(\Delta x^{0}, \Delta x^{1}, \neg \Delta y\right) \wedge\left(\neg \Delta x^{0}, \neg \Delta x^{1}, \neg \Delta y\right) \tag{1}
\end{equation*}
$$

When $n>2$, one can operate in the following two ways: the first consists of the direct encoding without any additional variables; the second consists of performing a sequence of only two inputs XORs using intermediate variables that we will call $d^{i}$ in the following way:

$$
\begin{equation*}
d^{0}=\Delta x^{0} \oplus \Delta x^{1}, \quad d^{i}=\Delta x^{i+1} \oplus d^{i-1} \quad \text { for } \quad 1 \leq i \leq n-3, \quad \Delta y=\Delta x^{n-1} \oplus d^{n-3} . \tag{2}
\end{equation*}
$$

Note that the CNF in Equation 1 represents every possible assignment verifying $\Delta y=\Delta x^{0} \oplus \Delta x^{1}$. Therefore, a direct encoding of an XOR involving $n$ variables will have $2^{n}$ clauses. In our analysis, when $n>2$, we have preferred to use a sequential XOR, as depicted in Equation 2, keeping the number of clauses linear in the number of variables, i.e. $4(n-1)$ clauses 50 .

- SMT: a XOR theory is natively present for $n=2$ or more.
- MILP: 2-input XOR is commonly modeled with four inequalities:

$$
\begin{equation*}
\left\{\Delta x^{0}+\Delta x^{1} \geq \Delta y\right\},\left\{\Delta x^{0}+\Delta y \geq \Delta x^{1}\right\},\left\{\Delta x^{1}+\Delta y \geq \Delta x^{0}\right\},\left\{\Delta x^{0}+\Delta x^{1}+\Delta y \leq 2\right\} . \tag{3}
\end{equation*}
$$

We also considered an alternative, with a dummy variable, which can easily be generalized to any arbitrary number of inputs:

$$
\begin{equation*}
\left\{\Delta x^{0}+\cdots+\Delta x^{n-1}+\Delta y=2 d\right\} \tag{4}
\end{equation*}
$$

While this results in a smaller and constant number of inequalities, the $L P$ relaxation of the resulting problem-that is, the same optimization problem without integrality constraint on the variables-is weaker than the one obtained with Equation 3. Indeed, any fractional solution of Equation 3 is also a solution of Equation 4. However, the converse is not true. For instance, for $n=2, \Delta x^{0}=\Delta x^{1}=\frac{1}{5}, \Delta y=\frac{1}{2}$ is a solution for Equation 4 when $d=\frac{9}{20}$ but does not satisfy Equation 3. For this reason, we favored Equation 3 over the more concise expression of Equation 4. This was also backed by our experiments Midori64, whose linear layer contains several $n$-XORs: even though both expressions seemed to yield similar performance for 2 and 3 rounds, a difference started to be noticeable for 4 rounds as the search for the optimal trail with Gurobi took less than 2 minutes using Equation 3, while it took more than 30 minutes with Equation 4.

- CP: the XOR can be seen as the addition modulo 2, i.e. $\Delta y=\Delta x^{0}+\Delta x^{1}$ $(\bmod 2)$. The same can be applied when dealing with more than 2 inputs:

$$
\Delta y=\Delta x^{0}+\Delta x^{1}+\ldots+\Delta x^{n-1} \quad(\bmod 2)
$$

### 3.2 Rotation and shift components

Rotation and shift are linear functions to which Proposition 1 directly applies.

- SAT: an equality can be translated in an if-and-only-if logic, so, the model that we have used is $\left(\Delta y_{i} \vee \neg f\left(\Delta x_{i}\right)\right) \wedge\left(\neg \Delta y_{i} \vee f\left(\Delta x_{i}\right)\right)$.
- MILP: the equality is expressed as two inequalities: $\left\{\Delta y_{i} \geq f\left(\Delta x_{i}\right), \Delta y_{i} \leq\right.$ $\left.f\left(\Delta x_{i}\right)\right\}$.
- SMT, CP: both formalisms natively include equality constraints.


### 3.3 Linear layer component

For the linear layer, Proposition 1 directly applies. Considering the linear function $f$ represented as a vector-matrix product, the linear layer is simply a set of equalities of the form $\Delta y=\Delta x^{0} \oplus \Delta x^{1} \oplus \ldots \oplus \Delta x^{n-1}$.

If $n=1$, then, we have no XOR and we can directly encode the equality. If $n \geq 2$, we refer to the XOR component for encoding the equality.

### 3.4 S-box component

An S-box is a nonlinear vectorial Boolean function that transforms an $m$-bit input into an $n$-bit output. Commonly, $m=n$ and usual values for $n$ are up to 8 . For instance, we take the 3 -bit S-box defined as $S=\left(S_{0}, S_{1}, \ldots, S_{7}\right)=$ $(3,2,7,0,4,1,6,5)$, meaning that $S(i)=S_{i}$.

In order to study the differential of the S-box, it is usually affordable to consider its Difference Distribution Table (DDT). We start from a $m \times n$ table filled with zeros and for each input pair $(i, j)$, we compute $\Delta \vec{x}=i \oplus j$ and $\Delta \vec{y}=S_{i} \oplus S_{j}$ and increase the $(\Delta \vec{x}, \Delta \vec{y})$ entry by one. Our SAT, SMT and MILP models also operate on other tables related to the DDT:

- *-DDT, using the same notation of 11, a truncated DDT, in which all the non-zero entries of the DDT are replaced by 1 .
$-w$-DDT, which contains the weight $3^{3}$ of the probability of the $(\Delta \vec{x}, \Delta \vec{y})$ entry.
Considering the previous 3-bit S-box $S$, we show its DDT in Table 1a and the associated $w$-DDT and $*$-DDT in Table 1b and Table 1c respectively.

[^0]Table 1: DDT of the S-box $S=(3,2,7,0,4,1,6,5)$ and its associated tables.
$\begin{array}{lll}\text { (a) DDT } & \text { (b) } w \text {-DDT } & \text { (c) } * \text {-DDT }\end{array}$

| $\Delta \vec{x} \Delta \vec{y}$ | 01234567 |
| :---: | :---: |
| 0 | 80000000 |
| 1 | 02020202 |
| 2 | 00404000 |
| 3 | 02020202 |
| 4 | 02020202 |
| 5 | 00400040 |
| 6 | 02020202 |
| 7 | 00004040 |



- SAT: we will refer to the S-box presented above for concrete examples, thus, in the following, we will use the bit representation of values, i.e. $\Delta \vec{x}=$ $\left(\Delta x_{0}, \Delta x_{1}, \Delta x_{2}\right), \Delta \vec{y}=\left(\Delta y_{0}, \Delta y_{1}, \Delta y_{2}\right)$ and $\vec{w}=\left(w_{0}, w_{1}\right)$. The value for the weight has only two bits since from Table 1b, it is clear that the maximum weight $w_{\max }$ here is 2 , so two bits will be enough to represent the weight. Generally speaking, we need $\left\lceil\log _{2}\left(w_{\max }\right)\right\rceil$ bits to encode the weight.
Ankele and Kölbl presented a method to compute the CNF representing the $w$-DDT of an S-box [3]. Basically, they compute the $*$-DDT and, for every $(\Delta \vec{x}, \Delta \vec{y})$ having the relative entry equal to 0 , they encode the constraint

$$
\neg(\Delta \vec{x} \wedge \Delta \vec{y} \wedge w) \quad \Rightarrow \quad \neg \Delta \vec{x} \vee \neg \Delta \vec{y} \vee \neg w
$$

for every possible weight. For instance, for the pair $(2,3)$ in $w$-DDT, we use

$$
\neg\left(\neg \Delta x_{0} \wedge \Delta x_{1} \wedge \neg \Delta x_{2} \wedge \neg \Delta y_{0} \wedge \Delta y_{1} \wedge \Delta y_{2} \wedge w_{0} \wedge w_{1}\right)
$$

to avoid the triplet $(\Delta \vec{x}, \Delta \vec{y}, \vec{w})=(2,3,2)$. The procedure must be repeated for every triplet that is not present in Table 1b. Summing up, we can say that they build the complementary set of the possible triplets shown in Table 1b, For a high number of cipher rounds, this method results in a number of constraints, i.e. clauses, which is not handy for SAT solvers.
In order to reduce the number of constraints, we model the $w$-DDT as a sum of products. In this way, we directly encode only all allowed triplets. For instance, considering the triplet $(2,4,1)$ in $w$-DDT, we use as a model

$$
\begin{aligned}
\left(\neg \Delta x_{0} \wedge \Delta x_{1}\right. & \left.\wedge \neg \Delta x_{2} \wedge \Delta y_{0} \wedge \neg \Delta y_{1} \wedge \neg \Delta y_{2} \wedge \neg w_{0} \wedge w_{1}\right) \\
& \vee\left(\neg \Delta x_{0} \wedge \Delta x_{1} \wedge \neg \Delta x_{2} \wedge \neg \Delta y_{0} \wedge \Delta y_{1} \wedge \Delta y_{2} \wedge w_{0} \wedge \neg w_{1}\right)
\end{aligned}
$$

Clearly, a SAT solver can not handle a sum of products. Therefore we have used the heuristic Espresso algorithm [11] in order to reduce it to a product-of-sum, i.e. a CNF. As already pointed out in [3], this technique is only applicable to DDTs containing entries that are powers of 2 .

- SMT: we use the same model presented for SAT.
- MILP: The bitwise modeling of a differential propagation through an S-box of size greater than 6 bits remained a hard problem until the work of Abdelkhalek et al. was published [1]. Their approach relies on logical condition modeling, already introduced by Sun et al. 52, and uses the product-of-sums representation of the indicator function of the $*-D D T$, as in SAT and SMT. Taking the example again from Table 1a, let $f$ be the 6 -bit to 1-bit boolean function associated with the $*$-DDT shown in Table 1c. That is, $f(\Delta \vec{x}, \Delta \vec{y})$ $=1$ only if the propagation is possible, where $\Delta \vec{x}=\left(\Delta x_{0}, \ldots, \Delta x_{n-1}\right)$ and $\Delta \vec{y}=\left(\Delta y_{0}, \ldots, \Delta y_{n-1}\right)$ denote the input and output difference, respectively. The product-of-sums representation of $f$ is as follows:

$$
\begin{aligned}
f(\Delta \vec{x}, \Delta \vec{y}) & =\left(\Delta x_{0} \vee \Delta x_{1} \vee \Delta x_{2} \vee \Delta y_{0} \vee \Delta y_{1} \vee \overline{\Delta y_{2}}\right) \\
& \wedge \cdots \wedge\left(\overline{\Delta x_{0}} \vee \overline{\Delta x_{1}} \vee \overline{\Delta x_{2}} \vee \overline{\Delta y_{0}} \vee \overline{\Delta y_{1}} \vee \overline{\Delta y_{2}}\right),
\end{aligned}
$$

where $\overline{\Delta a}$ is the negation of $\Delta a$. Each term of the product represents one impossible transition in the $*$-DDT. For instance, the first term ( $\Delta x_{0} \vee$ $\Delta x_{1} \vee \Delta x_{2} \vee \Delta y_{0} \vee \Delta y_{1} \vee \overline{\Delta y_{2}}$ ) corresponds to the impossible propagation $0 \mathrm{x} 0 \rightarrow 0 \mathrm{x} 1$. This means that the number of terms corresponds to the number of null entries in the $*$-DDT, which can be rather high for an 8 -bit S-box. For this reason, finding a minimal, equivalent set of inequalities is a crucial step in the modeling of large S-boxes. Several algorithms have been described for the Boolean function minimization problem, such as the Quine-McCluskey algorithm 44|45|35] or the heuristic Espresso algorithm, already mentioned for SAT. Once a simplified product-of-sum is returned, each term can be rewritten as a linear inequality. For instance, $\left(\Delta x_{0} \vee \Delta x_{1} \vee \Delta x_{2} \vee \Delta y_{0} \vee\right.$ $\left.\Delta y_{1} \vee \overline{\Delta y_{2}}\right)=1$ becomes:

$$
\Delta x_{0}+\Delta x_{1}+\Delta x_{2}+\Delta y_{0}+\Delta y_{1}+\left(1-\Delta y_{2}\right) \geq 1
$$

After removing all impossible propagation for a given $*$-DDT table, the actual probabilities of the differential transitions of the S-box need to be taken into account. To do so, [1 proposed to separate the *-DDT into multiple $w_{k}$-DDT tables, such that $w_{k}$-DDT only contains entries with the same weight $w_{k}$, that is: $w_{k}-\operatorname{DDT}[i, j]=1$ if $w-\operatorname{DDT}[i, j]=w_{k}$ and 0 otherwise. The use of indicator constraints (such as the big-M method) ensures that only a single $w_{k}$-DDT is active:

- for each S-box, we introduce a binary variable $Q$ equal to 1 if the S-box is active, 0 otherwise;
- similarly, for each $w_{k}$-DDT, a binary variable $Q_{w_{k}}$ that equals 1 when the set of inequalities representing the $w_{k}$-DDT need to be effective.
Setting $\sum Q_{w_{k}}=Q$ ensures that whenever an S-box is active, only one $w_{k}$-DDT is effective; and the weight of the S-box can be modeled as $\sum w_{k} \cdot Q_{w_{k}}$.
- CP: table constraints allow for a straightforward representation of the S-box component. Indeed, they enforce a tuple of variables to take its value among a list of allowed tuples, explicitly defined as the rows of a table. In particular,
each row will contain the following three elements concatenated: an input difference, an output difference, and the weight of the probability for the input/output difference pair. In our bitwise representation, the input and output differences are the concatenations of $m$ and $n$ single-bit variables, respectively. An entry of the table is thus a $m+n+1$ tuple.

Remark 1. We highlight that the S-box constraints represent a considerable amount of the constraints in SAT, SMT and MILP formalisms. In fact, the PRESENT S-box (4 bits) constraints are roughly one-half of the total constraints.

### 3.5 AND/OR component

As the AND and OR are bitwise operations, one can easily build their DDTs. Indeed, they can be seen as 2 -to- 1 S-boxes repeated in parallel for as many times as the bit length of the inputs. This is equivalent to the approach explained in [2, Section 3].

- SAT: we reuse the techniques described in Subsection 3.4 obtaining:

$$
(\neg \Delta y \vee w) \wedge\left(\Delta x^{0} \vee \Delta x^{1} \vee \neg w\right) \wedge\left(\neg \Delta x^{0} \vee w\right) \wedge\left(\neg \Delta x^{1} \vee w\right)
$$

- SMT: since satisfying a sum-of-products is easier than satisfying a product-of-sum, we encoded the AND component with the following model for a single bit:

$$
\left(\neg \Delta x^{0} \wedge \neg \Delta x^{1} \wedge \neg \Delta y \wedge \neg w\right) \vee\left(\Delta x^{0} \wedge w\right) \vee\left(\Delta x^{1} \wedge w\right)
$$

- MILP, CP: we reuse the techniques described in Subsection 3.4 to model its DDT.


### 3.6 Modular addition component

Due to the intractable size of the DDT, even if using wordsize equal to 32 bits, the method adopted for the modular addition is the Lipmaa Moriai algorithm [31, based on two conditions:

1. eq $\left(\Delta \vec{x}^{0} \ll 1, \Delta \vec{x}^{1} \ll 1, \Delta \vec{y} \ll 1\right) \wedge\left(\Delta \vec{x}^{0} \oplus \Delta \vec{x}^{1} \oplus \Delta \vec{y} \oplus\left(\Delta \vec{x}^{1} \ll 1\right)\right) \neq 0$
2. $2^{-\mathrm{hw}\left(\neg \mathrm{eq}\left(\Delta \vec{x}^{0}, \Delta \vec{x}^{1}, \Delta \vec{y}\right) \wedge \operatorname{mask}(n-1)\right)}$
with eq $(x, y, z):=(\neg x \oplus y) \wedge(\neg x \oplus z)$, that is, $\mathrm{eq}(x, y, z)=1 \Leftrightarrow x=y=z$, and for any $n, \operatorname{mask}(n):=2^{n}-1$.

- SAT: first of all, observe that eq $\left(\Delta x_{i}^{0}, \Delta x_{i}^{1}, \Delta y_{i}\right)$ for $1 \leq i \leq n-1$ is used in both conditions, therefore, using $w$ for the Hamming weight variable, we model

$$
\begin{equation*}
w_{i}=\neg \mathrm{eq}\left(\Delta x_{i}^{0}, \Delta x_{i}^{1}, \Delta y_{i}\right) \tag{5}
\end{equation*}
$$

using the following CNF

$$
\left.\begin{array}{rl}
\left(\Delta x_{i}^{0} \vee \neg \Delta y_{i} \vee w_{i}\right) & \wedge\left(\Delta x_{i}^{1} \vee \neg \Delta x_{i}^{0} \vee w_{i}\right) \wedge\left(\Delta y_{i} \vee \neg \Delta x_{i}^{1} \vee w_{i}\right) \\
& \wedge\left(\Delta x_{i}^{0} \vee \Delta x_{i}^{1} \vee \Delta y_{i} \vee \neg w_{i}\right)
\end{array}\right)\left(\neg \Delta x_{i}^{0} \vee \neg \Delta x_{i}^{1} \vee \neg \Delta y_{i} \vee \neg w_{i}\right)
$$

which is exhaustive for the second condition. By only considering the Least Significant Bit, the first condition can be encoded as

$$
\begin{equation*}
\Delta x_{n-1}^{0} \oplus \Delta x_{n-1}^{1} \oplus \Delta y_{n-1}=0 \quad \Rightarrow \quad \Delta y_{n-1}=\Delta x_{n-1}^{0} \oplus \Delta x_{n-1}^{1} \tag{6}
\end{equation*}
$$

for which we refer to the XOR component. Finally, taking the advantage of Equation 5 and using a dummy variable, for $0 \leq i \leq n-2$, we need

$$
\begin{equation*}
\left(\neg w_{i} \wedge\left(d_{i} \oplus \Delta x_{i}^{1}\right)=0\right) \wedge\left(d_{i}=\Delta x_{i+1}^{0} \oplus \Delta x_{i+1}^{1} \oplus \Delta y_{i+1}\right) \tag{7}
\end{equation*}
$$

which turns into the following CNF

$$
\begin{aligned}
& \left(\Delta x_{i}^{1} \vee \neg d \vee w\right) \wedge\left(\neg \Delta x_{i}^{1} \vee d \vee w\right) \\
& \quad \wedge\left(\Delta x_{i+1}^{0} \vee \Delta x_{i+1}^{1} \vee d \vee \neg \Delta y_{i+1}\right) \wedge\left(\Delta x_{i+1}^{0} \vee \Delta x_{i+1}^{1} \vee \neg d \vee \Delta y_{i+1}\right) \\
& \quad \wedge\left(\Delta x_{i+1}^{0} \vee \neg \Delta x_{i+1}^{1} \vee d \vee \Delta y_{i+1}\right) \wedge\left(\neg \Delta x_{i+1}^{0} \vee \Delta x_{i+1}^{1} \vee d \vee \Delta y_{i+1}\right) \\
& \quad \wedge\left(\Delta x_{i+1}^{0} \vee \neg \Delta x_{i+1}^{1} \vee \neg d \vee \neg \Delta y_{i+1}\right) \wedge\left(\neg \Delta x_{i+1}^{0} \vee \Delta x_{i+1}^{1} \vee \neg d \vee \neg \Delta y_{i+1}\right) \\
& \quad \wedge\left(\neg \Delta x_{i+1}^{0} \vee \neg \Delta x_{i+1}^{1} \vee d \vee \neg \neg \Delta y_{i+1}\right) \wedge\left(\neg \Delta x_{i+1}^{0} \vee \neg \Delta x_{i+1}^{1} \vee \neg d \vee \Delta y_{i+1}\right)
\end{aligned}
$$

Note that this is a different approach from the one in [50]. Indeed, although our model has two more clauses in comparison, the number of variables per clause is reduced and can thus speed up the SAT solving process.

- SMT: since SMT has more expressive capability, we have encoded a bitwise model in a similar way to SAT. We simply report the implementation details:
- we have used $\neg w_{i}=\left(\Delta x_{i}^{0}=\Delta x_{i}^{1}=\Delta y_{i}\right)$ instead of Equation 5
- we have directly used $\Delta y_{i} \oplus \Delta x_{i}^{0} \oplus \Delta x_{i}^{1}=0$ in Equation 6
- we have used $w_{i} \vee \neg\left(\Delta x_{i+1}^{0} \oplus \Delta x_{i+1}^{1} \oplus \Delta y_{i+1} \oplus \Delta x_{i}^{1}\right)$ instead of Equation 7.
- MILP: implementing the Lipmaa-Moriai as is in MILP would be rather inefficient, as expressing simple if-then-else statements requires extra variables and constraints. Instead, it is possible to directly derive a small set of linear constraints by listing all valid patterns for ( $\Delta \vec{x}^{0}, \Delta \vec{x}^{1}, \Delta \vec{y}, \Delta \vec{x}^{0} \ll 1, \Delta \vec{x}^{1} \ll$ $1, \Delta \vec{y} \ll 1$ ) that satisfy the conditions imposed by the Lipmaa-Moriai algorithm, as done by Fu et al. [21]. In their paper, the authors obtained 65 linear inequalities for each bit. This set of constraints was then reduced by using a greedy algorithm or the Espresso minimizer. As such, the differential behavior of addition modulo $2^{n}$ could be represented using $13(n-1)+5$ linear inequalities in total.
- CP: in the CP model, the constraints for modular addition involve the preliminary step of declaring three shifted arrays representing the carry (the shifts in the first condition) and an additional array eq with the results of the eq function. The constraint is then a straightforward implementation of the Lipmaa-Moriai algorithm. The eq function is easily defined thanks to the all_equal() global constraint. Then, the output difference constraints are derived from the first condition:
- if the eq constraint is satisfied, then the difference propagation is deterministic and its constraint is given by the second part of the condition, i.e. $\Delta \vec{x}^{0} \oplus \Delta \vec{x}^{1} \oplus \Delta \vec{y} \oplus\left(\Delta \vec{x}^{1} \ll 1\right)=0$. In other words, the output difference is the XOR of the inputs and carry differences;
- otherwise, no more constraints are needed, and the transition will have weight 1 . The weight variable is constrained to be $n-\operatorname{sum}(\mathrm{eq})$.


## 4 Experimental results

In this section, we present a comparison of formalisms and solvers for differential cryptanalysis problems. In particular, we examine the 3 following tasks:

1. Task 1 the search for an optimal differential trail (easy and difficult instances);
2. Task 2 the enumeration of all optimal trails;
3. Task $\mathbf{3}$ the estimation of the probability of a differential.

For these three tasks we will present the results we obtained on different ciphers, based on the data available in literature and how accurately the corresponding graph would present the experimental comparison between the best solvers for each formalism.

It has been observed in previous works, such as 17, that the fastest solver on small instances does not always scale up to more difficult instances of the same problem; therefore, we study both cases for the search of an optimal trail.

In the first two cases, no constraints are imposed on the input and output; in the third case, the weight, or objective function, is fixed to the optimal value; in the last case, the input and output differences are fixed, and all trails with a probability greater than a fixed lower bound are enumerated.

Optimization is natively supported for CP and MILP, whereas increasing objective values are tested until the problem is satisfiable for SAT and SMT. The enumeration of solutions is performed natively in CP, by adding constraints forbidding each new solution after it is found for the other formalisms.
All tests were run on a server with the following configuration, on which no more than half the threads were used at any given time:

- CPU: $2 \times \operatorname{Intel}(\mathrm{R})$ Xeon(R) Gold 6258R;
- Number of Cores/Threads: $2 \times 28$ Cores/ $2 \times 56$ Threads
- Base/Max CPU frequency achievable: 2.7 GHz / 4.0 GHz
- Cache: 38.5 Mb
- Memory: 768GB @2933 MHz;
- Operating System: Ubuntu 18.04.5 LTS.

In this framework, many algorithms are taken into account, considering block ciphers, stream ciphers and hash functions. In particular, the following families of ciphers have been analyzed:

- Block ciphers: Simon and Speck, Threefish, LEA, DES, Midori, PRESENT, TEA, XTEA;
- Permutations: Gift, Gimli, Keccak, Ascon, ChaCha, Xoodoo,
- Hash functions: SHA1, SHA-224, SHA-256, SHA-384, SHA-512, Blake, Blake2, MD5.

For each cipher, we tested several rounds. We did not use results found in smaller rounds for the higher round case.

### 4.1 Choice of solvers

In our testing activities, we not only compare formalisms but also try to identify which solver performs best for a given formalism and a given problem. Below is the list of solvers we used for each formalism.

- SAT Solvers: CaDiCal (1.5.3) [7; CryptoMiniSat (5.11.4) 49] Glucose Syrup (4.1) [4; Kissat (3.0.0) [7]; MathSAT (5.6.9) [13]; Minisat (2.2.1) [20]; Yices2 (2.6.4) [19]. All solvers were run with their default parameters and options.
- SMT Solvers: MathSAT (5.6.9) [13]; Yices2 (2.6.4) [19; Z3 (4.8.12) [38]. All solvers were run with their default parameters and options. Note that the SMT models developed in Section 3 need the QF_UF logic in SMT-LIB standard, therefore we excluded Boolector [40] and STP [22].
- MILP Solvers: GLPK [41], Gurobi [26]. SCIP [6] was considered, but since our MILP models were written using the solver interfaces provided by the SageMath MILP module, which do not include SCIP, it was not included.
- CP Solvers: Chuffed [12], Gecode [47], OR-tools [25], Choco [43]. Our model are written in the MiniZinc [39] language, which interfaces to these solvers.


### 4.2 Comparison for Task 1

The first problem of this comparison is that of the optimal objective value (and a satisfying trail).

We considered representatives of block ciphers, permutations and hash functions and fixed the number of rounds with two different ideas in mind: we wanted to compare the performances of the different formalisms and solvers on easier problems, obtained by considering instances of various ciphers on a low number of rounds ( 2 to 6 ). To make our results meaningful we set a minimum time threshold of 2 seconds: if any solver is able to finish the 6 -round instance in less than that, we repeat the test for a higher number of rounds, until this threshold is crossed. These will be called quick tests. In addition, we ran a comparison on slow tests, composed of more difficult instances of Simon, Speck, and PRESENT.

For each test we measured the solving time (time to solve the model) and the building time (time to build the model). The sum of building and solving time will be referred to as the combined time.

Quick Tests In this section, we present a comparison of solvers on easy cryptographic instances for all the primitives mentioned in Section 4 The solver with the lowest combined time for a given instance is awarded a win. The best solver for each cipher is the one with the highest number of wins. The winner of our competition (for every formalism) is the solver that performs best for the highest number of ciphers (more than 20, each from round 2 to 6 ).


Fig. 1: Comparison of the number of victories of each solver, per formalism, on the set of easy instances.

The graphs in Figure 1 report the results of these competitions:

- Among SAT solvers, Kissat and Yices2 emerge as the clear winners. It should also be noted that the timings reported from Glucose are computed taking multithreading into account, and thus do not faithfully represent the real time needed to obtain the results;
- In the SMT solvers category, Z3 and MathSAT are always inferior to Yices2, which is thus clearly the best SMT solver in our testing;
- In CP and MILP, the difference between different solvers is not as clear cut: while Gecode and Gurobi are the fastest solvers overall, Chuffed and GLPK often manage to be at least equal to them in their respective models.

In Figure 2, we present the results of the quick tests for Simon32, Speck32, PRESENT, Gimli, and BLAKE 4 , for the best solver of each formalism we found before. These tests were run with a timeout of 10 minutes, which was extended by another 10 minutes if no solver returned within the first time slot. We refer to Section C for the exhaustive list of timings. In all these cases, SAT consistently appears as the superior option.


Fig. 2: Graph comparisons between the best solvers for each formalism on different ciphers testing the function find_lowest_weight_trail.

Figure 2a and Figure 2b show very similar performances between SAT and SMT for Simon and Speck; the detailed times are given in Table 5 and Table 6 of Section C. On the other hand, SAT dominated on a primitive with a larger state, Gimli, as shown in Figure 2c and Figure 2d. SAT is the only formalism to complete the 6 -round test within the 10 minutes time limit.

[^1]Slow tests In this section, we run a comparison on longer instances, described in Table 2, with a timeout of 24 hours.

Table 2: The instances of our long tests set; optimal weight for a fixed number of rounds is found and compared to known results for correctness.

| Cipher | Rounds |  |  |
| :---: | :---: | :---: | :---: |

The results are reported in Table 3; solving and building time are expressed in seconds, while the memory used is in megabytes. In the table, inf is reported when the solver does not provide a reliable way to measure its memory usage.

These tests were ran for all paradigms, but the solvers that returned within the 24 hours timeout were mostly SAT, showing a clear advantage on this problem; MILP only finished within the timeout once (and came out on top) for SIMON32. We ran all tests with the best current known techniques for each for each formalism, except for MILP for which we use techniques from [1] , even though we are aware of the improvements from [10]30] and plan to add them in the future. Chances are that the improvements from [10]30] will yield better performances for MILP solvers.

For 9 rounds of SPECK32, the known best trail was retrieved, but only SAT and SMT solvers finished within the time limit. For PRESENT and SPECK64, only SAT solvers finished within the time limit, with a clear advantage for Kissat.

These results contrast with the quick tests: Yices2, which was the best overall solver on the quick tests, is not able to find the Speck32 or Present64 trail, while CaDiCal , CryptoMiniSat and Glucose can.

We also see a notable increase in time when the state size is increased: while some SAT solvers can find the lowest known trail for Speck64 on 13 rounds, we can see that the time needed is much higher than the one needed for Speck32, and no solver among all formalisms is able to find the lowest weight trail for Speck128 within the timeout of 24 hours.

### 4.3 Comparison for Task 2

It has been shown that a solver being fast at finding one solution is not always as fast for enumerating solutions with fixed variables, such as the objective value; for instance, in [23, a SAT solver is used to find solution patterns, which are then explored with a CP solver. In this experiment, we only tested the solvers that returned within the timeout in the find_lowest_weight_trail experiment.

As we can see in Figure 3a and Figure 3b, SAT is still a suitable formalism for this problem, though with a different top performer (Yices over Kissat).

Table 3: Results on the optimization problems on the difficult instances, for the solvers that finished within the timeout of 24 hours.
(a) PRESENT 64/80, 18 rounds

| Formalism |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Building time | Solving time | Memory | Weight | Solver |
| SAT | $\mathbf{0 . 1 3}$ | $\mathbf{7 8 9 . 7 5}$ | $\mathbf{3 2 5 . 6 9}$ | $\mathbf{7 8}$ | Kissat |
| SAT | 0.23 | 2761.93 | 311.17 | 78.0 | CaDiCal |
| SAT | 0.14 | 5757.36 | 163272.00 | 78.0 | CryptoMiniSat |
| SAT | 0.13 | 28624.79 | inf | 78.0 | Glucose |

(b) Simon 32/64, 12 rounds

| Formalism |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Building time |  |  |  |  |  |
| MILP | $\mathbf{0 . 9 5}$ | $\mathbf{5 3 . 2 0}$ | $\mathbf{0}$ | $\mathbf{3 4 . 0}$ | Gurobi |
| SAT | 0.03 | 86.43 | 208.72 | 34.0 | CaDiCal |
| SAT | 0.03 | 93.24 | 218.80 | 34.0 | Kissat |
| SAT | 0.03 | 132.63 | inf | 34.0 | Glucose |
| SAT | 0.03 | 432.77 | 14.39 | 34.0 | Yices2 |
| SAT | 0.03 | 439.43 | 55.56 | 34.0 | CryptoMiniSat |
| SMT | 0.03 | 896.70 | 54.81 | 34.0 | Z3 |
| SAT | 0.03 | 393369.00 | 56.82 | 34.0 | MathSAT |
| SMT | 0.03 | 469589.00 | 21277.00 | 34.0 | Yices2 |
| SMT | 0.03 | 518824.00 | 100809.00 | 34.0 | MathSAT |

(c) Simon 64/128, 19 rounds

| Formalism | Building time | Solving time | Memory | Weight | Solver |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SAT | $\mathbf{0 . 1 1}$ | $\mathbf{5 3 3 . 0 9}$ | $\mathbf{2 5 7 . 6 2}$ | $\mathbf{6 4 . 0}$ | Kissat |
| SAT | 0.13 | 64929.70 | 410.49 | 64.0 | CaDiCal |
| SAT | 0.07 | 346522.15 | inf | 64.0 | Glucose |

(d) Speck 32/64, 9 rounds

| Formalism |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Building time |  |  |  |  |  |  | Solving time | Memory | Weight | Solver |
| SAT | $\mathbf{0 . 0 4}$ | $\mathbf{9 9 . 0 1}$ | $\mathbf{2 2 0 . 4 5}$ | $\mathbf{3 0 . 0}$ | Kissat |  |  |  |  |  |
| SAT | 0.03 | 764.28 | 209.79 | 30.0 | CaDiCal |  |  |  |  |  |
| SAT | 0.03 | 1963.10 | inf | 30.0 | Glucose |  |  |  |  |  |
| SAT | 0.03 | 3266.48 | 100.24 | 30.0 | CryptoMiniSat |  |  |  |  |  |
| SMT | 0.04 | 75977876.00 | 817426.00 | 30.0 | MathSAT |  |  |  |  |  |

(e) Speck 64/128, 13 rounds

| Formalism |  |  |  |  |  |  |  | Building time | Solving time | Memory | Weight | Solver |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SAT | $\mathbf{0 . 1 2}$ | $\mathbf{4 3 7 . 9 6}$ | $\mathbf{2 5 9 . 2 2}$ | $\mathbf{5 0 . 0}$ | Kissat |  |  |  |  |  |  |  |
| SAT | 0.12 | 67051.43 | 300.97 | 50.0 | CaDiCal |  |  |  |  |  |  |  |

Furthermore, this time CP's performances improve greatly and in Figure 3c CP is actually the sole formalism to finish within the timeout.


Fig. 3: Graph comparisons between the best solvers for each formalism on different ciphers testing find_all_trails function.

### 4.4 Comparison for Task 3

Our final test compares the time taken to estimate the probability of a differential: the input and output differences were fixed, along with a bound on the probability, and all satisfying trails were enumerated. We used the differentials reported in 3; in particular, we tested the ones reported for 7 rounds of Speck64, and 14 rounds of Simon32. In addition, we ran this test on 4 rounds of Midori128 to evaluate the influence of a large S-box, which typically favors CP and its table constraints. The results, under a timeout of 6 hours, are reported in Table 4 .

For the case of SIMON, we were not able to enumerate all the weights reported in [28] within the timeout, so we only enumerated trails with weights between 38 and 49. As expected, due to the 8 -bit S-box, CP was the fastest for Midori128, with all 4 solvers finishing under 12 seconds Table 4a, followed by SAT solvers, from CryptoMiniSat, which runs in about 13 minutes to MiniSAT (1h24m). Lastly, SMT solvers exhibit even slower performance. With the exception of Yices2, where the performance difference between using SAT or SMT as a formalism is relatively small, all other solvers take over 2 hours to complete, and MathSAT even times out. SPECK, an ARX block cipher, behaves differently: in Table 4 b , the only formalism to finish the tests within the timeout is SAT, with the fastest being CaDiCal , which takes around 46 minutes. Due to the inherently boolean nature of ARX operations, an advantage for SAT was expected.

### 4.5 Speeding up CryptoMiniSat

In a final batch of experiments, we tested the differential probability estimation experiment using the maxsol option in CryptoMiniSat; this option lets CryptoMiniSat enumerate solutions up to a given maximum number. In this set of experiments, we set this number of solutions to $10^{6}$, which is arbitrarily higher than the highest number of solutions we observed.

For the 3 ciphers under study, CryptoMiniSat becomes the fastest solver of all the tested ones with this strategy and finishes within 3 seconds for Midori, 40

Table 4: Timing results on the differential probability estimation experiments.
(a) MIDORI 64/128

4 rounds
$\Delta \vec{x}=0 \times 0002002000002000$
$\Delta \vec{y}=0 \times 0000022222022022$
896 trails, $-\log _{2}(p)=23.7905$

| Formalism | Time | Solver |
| :---: | :---: | :---: |
| CP | 10.00 | Chuffed |
| CP | 10.28 | Gecode |
| CP | 10.49 | OR Tools |
| CP | 11.26 | Choco |
| SAT | 795.71 | CryptoMiniSat |
| SAT | 846.49 | Yices2 |
| SMT | 874.31 | Yices2 |
| SAT | 941.33 | Kissat |
| SAT | 960.07 | CaDiCal |
| SAT | 1168.56 | Glucose |
| SAT | 1206.09 | MathSAT |
| SAT | 5092.36 | MiniSAT |
| SMT | 8366.91 | Z3 |

(b) SPECK $64 / 128$

7 rounds
$\Delta \vec{x}=0 \times 4000409210420040$
$\Delta \vec{y}=0 \times 8080 \mathrm{a} 0808481 \mathrm{a} 4 \mathrm{a} 0$
75 trails, $-\log _{2}(p)=20.9538$

| Formalism | Time | Solver |
| :---: | :---: | :---: |
| SAT | 2789.58 | CaDiCal |
| SAT | 3400.27 | Kissat |
| SAT | 3416.21 | Glucose |
| SAT | 8785.10 | CryptoMiniSat |

minutes for SPECK64, and 30 minutes for SIMON32. The significant increase in speed allows us to test larger weights, with a maximum of 58 in this experiment. As a result, we can enumerate a significantly greater number of trails than in our previous experiments, while still maintaining much faster solving times.

## 5 Conclusion

Differential cryptanalysis is one of the main techniques when testing the strength of symmetric ciphers, and fast evaluation helps designers set the parameters of new primitives; this paper reviews the existing modeling techniques for SAT, SMT, MILP and CP, and compares their performances through different solvers.

In the comparison, solvers from all categories were tested on finding an optimal differential trail, enumerating optimal trails, and estimating the probability of a differential, for block ciphers, permutations and hash functions.

Overall, SAT solvers were the winners of this comparison for ARX primitives and SPNs, such as PRESENT or Midori. In terms of solvers, Kissat dominated the SAT category, Yices2 the SMT pool, Gurobi in MILP and Chuffed won CP.

Even though SAT was the winner in most cases, CP obtained a victory when enumerating the trails of a differential for Midori, in line with previously observed results. On the other hand, when using the maxsol option, CryptoMiniSat took the win for enumeration problems.

This work is one further step towards a better understanding of what methods to use for solving differential cryptanalysis problems. A systematic study,
with more primitives and more problems, would be extremely beneficial to the community. Indeed, in future works, we plan to extend similar comparisons for (1) other families of ciphers (such as SPNs or ciphers with large state) and (2) for other types of cryptanalysis, such as linear, differential-linear, and rotational-xor cryptanalysis.
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## A Differential cryptanalysis

Differential cryptanalysis, first proposed by Biham and Shamir in 1990 [9], is a statistical cryptanalysis technique, very effective against many cryptographic primitives, such as block or stream ciphers or hash functions. Given two inputs to the primitive with difference $\Delta x$ through a chosen operation (we use the XOR, the most common) the technique studies how this value propagates through the iterated operations to reach an output difference $\Delta y$.

The differential probability of a given input/output pair of differences for a vectorial Boolean function is the probability for that pair to yield over all the possible pairs of inputs with said input difference. For a function $f$ and two differences $\Delta x$ and $\Delta y$, we will denote this probability with $\mathrm{dp}^{f}(\Delta x \rightarrow \Delta y)$.

It is currently infeasible to compute the output difference for a block cipher for all the possible pairs of inputs, considering its large size, and building the table with all the frequencies for each pair of input/output difference (that is called Difference Distribution Table, in short DDT). To facilitate the analysis, we can use the fact that block ciphers are often iterative functions, i.e. they are the composition $f_{r-1} \circ \ldots \circ f_{0}$ of simpler keyed round functions $f_{i}$ 's.

We define a $r$-round differential trail (or characteristic) for an iterative function $f=f_{r-1} \circ \ldots \circ f_{1} \circ f_{0}$, as a sequence of differences

$$
\Delta_{0} \xrightarrow{f_{0}} \Delta_{1} \xrightarrow{f_{1}} \ldots \rightarrow \Delta_{r-1} \xrightarrow{f_{r-1}} \Delta_{r}
$$

and a differential as a pair of input/output differences. In the case of the whole composite primitive, the differential

$$
\Delta x \xrightarrow{f_{0} \circ \ldots \circ f_{r-1}} \Delta y
$$

has probability equal to the sum of the probabilities of all the differential characteristics with $\Delta_{0}=\Delta x$ and $\Delta_{r}=\Delta y$, where the probability of the characteristic is usually computed as the product of the probabilities of each intermediate differential of the chain. In particular, one can rely on the assumption of independence between each differential so that the resulting probability, when considering the composition of vectorial Boolean functions, is computed by the following:

Proposition 2. Let $f_{1}$ and $f_{2}$ be two vectorial Boolean functions

$$
f_{1}:\{0,1\}^{l} \rightarrow\{0,1\}^{m}, \quad f_{2}:\{0,1\}^{m} \rightarrow\{0,1\}^{n}
$$

and let $\Delta \vec{x} \in\{0,1\}^{l}, \Delta \vec{y} \in\{0,1\}^{m}$ and $\Delta \vec{z} \in\{0,1\}^{n}$ be three differences such that

$$
\mathrm{dp}^{f_{1}}(\Delta \vec{x} \rightarrow \Delta \vec{y})=p_{1} \quad \mathrm{dp}^{f_{2}}(\Delta \vec{y} \rightarrow \Delta \vec{z})=p_{2}
$$

Then, we have

$$
\mathrm{dp}^{f_{2} \circ f_{1}}(\Delta \vec{x} \rightarrow \Delta \vec{z})=p_{1} \cdot p_{2}
$$

To simplify the search for the most probable differential trail, it is common to search for the best differential characteristic instead, assuming its probability to be a good approximation of the target one, even if this is not always true 3].

In general, there is no efficient way to compute the precise probability of a differential characteristics. To do so, some fundamental assumptions on block ciphers are commonly used, such as the Markov cipher assumption, the Hypothesis of stochastic equivalence and the Hypothesis of independent round keys (see e.g. [32, Section 2.2.1]).

## B Formalisms

In order to search for differential trails having the highest possible probability, we will make use of several constraints problems solvers adopting 4 different formalisms. The problem underlying the search of differential trails can be set from a general point of view.

Problem 1. Given a set of variables (unknown elements with a fixed domain) and a set of constraints (e.g. relations representing the propagation of the difference through the cipher), it is required to find an assignment of the variables to values in their domains, that is a mapping associating to each variable a value in its domain, that satisfies all the constraints.

We will call the resolution process procedure. In the following, we specialize the general terminology for each of the 4 formalisms we have used.

## B. 1 Satisfiability (SAT)

The terminology is as follows:

- variables are Boolean unknowns; a literal is either an unknown Boolean quantity $v_{i}$ or its negation $\neg v_{i}$;
- constraints are clauses; a clause is a disjunction of literals, $\bigvee_{i=0}^{n-1} x_{i}$; the set of clauses is called Conjunctive Normal Form (CNF) and it is the conjunction of all the clauses, $\bigwedge_{j=0}^{m-1}\left(\bigvee_{i=0}^{n_{j}} x_{i j}\right)$;
- the main procedures are DPLL [1615] or CDCL [48], improved in the actual implementations.


## B. 2 Satisfiability Modulo Theories (SMT)

The terminology is as follows:

- variables are unknown Booleans $x_{i}$ coming from the quantifier free theory, i.e. the Boolean logic;
- constraints are formulae in the chosen theory involving Boolean symbols;
- the main procedures are Lazy or Eager [8] due to the simplicity of implementation, Lazy is the most widely implemented.


## B. 3 Mixed-Integer Linear Programming (MILP)

The terminology is as follows:

- variables are unknown quantities $x_{i}$ that can either be booleans, integers $(\mathbb{Z})$ or continuous $(\mathbb{R})$;
- constraints are linear inequalities of the form $a_{0} x_{0}+a_{1} x_{1}+\cdots+a_{n-1} x_{n-1} \leq b$ with $a_{i}, b \in \mathbb{Q}$; moreover we have an objective function of the form $z=$ $c_{0} x_{0}+c_{1} x_{1}+\cdots+c_{n-1} x_{n-1}$ to be maximized or minimized, with $c_{i} \in \mathbb{Q}$;
- the main procedures are the Simplex algorithm [14], Branch-and-bound [29] and Branch-and-cut 42.


## B. 4 Constraint Programming (CP)

The terminology is as follows:

- variables are unknown quantities belonging to a specific domain, i.e. pairs $\left(x_{i}, D_{i}\right)$. In our models we will either have Boolean variables $\left(D_{i}=\{0,1\}\right)$ or more generic integer variables ( $D_{i} \subseteq \mathbb{N}$ );
- constraints are relations which involve a subset of the variables. There are several types of constraints that can be used to model CP problems; in our models we used linear equations of integer variables (eventually modulo 2), logical combinations of linear equations of integer variables through the usual operators (AND, OR, NOT) and table constraints.
- the main procedures are Backtracking search, Local Search and Dynamic programming [46].


## C Experimental results tables

In Table 5, we use the following notation: BT = Building Time, ST = Solving Time, NR = Number of Rounds, W = Weight.

| Formalism | Solver | $\mathrm{NR}=2, \mathrm{~W}=2$ |  | $\mathrm{NR}=3, \mathrm{~W}=4$ |  | $\mathrm{NR}=4, \mathrm{~W}=6$ |  | $\mathrm{NR}=5, \mathrm{~W}=8$ |  |  | $\mathrm{NR}=6, \mathrm{~W}=12$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | BT ST | Memory | BT ST | Memory | BT ST | Memory | BT | ST | Memory | BT | ST | Memory |
| SAT | Kissat | 0.000 .00 | 213.81 | 0.000 .02 | 213.44 | 0.000 .04 | 214.22 | 0.01 | 0.11 | 214.72 | 0.01 | 0.36 | 215.47 |
| SAT | CaDiCal | 0.000 .00 | 203.40 | 0.000 .02 | 203.61 | 0.000 .07 | 204.23 | 0.01 | 0.16 | 205.01 | 0.02 | 0.45 | 206.13 |
| SAT | CryptoMiniSat | 0.000 .00 | 5.59 | 0.000 .03 | 5.80 | 0.010 .06 | 5.82 | 0.01 | 0.15 | 6.12 | 0.01 | 0.51 | 6.84 |
| SAT | MiniSAT | 0.000 .04 | 10.56 | 0.000 .07 | 10.57 | 0.010 .21 | 10.71 | 0.01 | 0.42 | 11.01 | 0.02 | 1.25 | 11.30 |
| SAT | Yices2 | 0.000 .00 | 3.50 | 0.000 .01 | 3.63 | 0.000 .04 | 3.76 | 0.01 | 0.08 | 3.76 | 0.01 | 0.23 | 4.02 |
| SAT | MathSAT | 0.000 .01 | 8.60 | 0.010 .03 | 8.60 | 0.000 .06 | 9.11 | 0.01 | 0.14 | 9.37 | 0.01 | 0.41 | 10.14 |
| SAT | Glucose | 0.000 .01 | inf | 0.010 .04 | inf | 0.000 .14 | inf | 0.01 | 0.25 | inf | 0.02 | 0.85 | inf |
| SMT | Yices2 | 0.000 .02 | 6.76 | 0.000 .04 | 6.95 | 0.010 .09 | 7.24 | 0.01 | 0.16 | 7.56 | 0.01 | 0.40 | 8.02 |
| SMT | MathSAT | 0.000 .05 | 15.52 | 0.000 .10 | 16.81 | 0.010 .15 | 18.10 | 0.00 | 0.27 | 19.91 | 0.01 | 0.71 | 23.00 |
| SMT | Z3 | 0.000 .05 | 18.63 | 0.000 .12 | 19.04 | 0.010 .22 | 19.63 | 0.01 | 0.44 | 20.55 | 0.01 | 1.42 | 21.77 |
| CP | Chuffed | 0.000 .00 | 0.12 | 0.000 .01 | 0.19 | 0.000 .09 | 0.28 | 0.00 | 0.63 | 0.28 | 0.00 | 20.46 | 0.42 |
| CP | Gecode | 0.000 .00 | inf | 0.000 .02 | inf | 0.000 .16 | inf | 0.00 | 1.22 | inf | 0.00 | 30.34 | inf |
| CP | Choco | 0.000 .03 | inf | 0.000 .12 | inf | 0.000 .49 | inf | 0.00 | 2.76 | inf | 0.00 | 63.79 | inf |
| CP | OR Tools | 0.000 .02 | inf | 0.000 .03 | inf | 0.000 .20 | inf | 0.00 | 1.29 | inf | 0.00 | 33.13 | inf |
| MILP | GLPK | 0.060 .11 | 0.00 | 0.071 .03 | 0.00 | 2.850 .19 | 0.00 | 2.96 | 0.41 | 0.00 | - | - | - |
| MILP | Gurobi | 2.780 .01 | 0.00 | 2.920 .09 | 0.00 | 0.087 .60 | 0.00 | 0.15 | 38.71 | 0.00 | 3.07 | 0.66 | 0.00 |

Table 5: Comparison results on Simon 32/64

| Formalism | Solver | $\mathrm{NR}=2, \mathrm{~W}=1$ |  |  | $\mathrm{NR}=3, \mathrm{~W}=3$ |  | $\mathrm{NR}=4, \mathrm{~W}=5$ |  |  | $\mathrm{NR}=5, \mathrm{~W}=9$ |  |  | $\mathrm{NR}=6, \mathrm{~W}=13$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | BT | ST | Memory | BT ST | Memory | BT | ST | Memory | BT | ST | Memory | BT ST | Memory |
| SAT | Kissat | 0.00 | 0.00 | 213.46 | 0.000 .02 | 214.79 | 0.01 | 0.07 | 215.38 | 0.01 | 0.47 | 216.47 | 0.022 .46 | 218.04 |
| SAT | CaDiCal | 0.01 | 0.00 | 204.06 | 0.000 .03 | 203.95 | 0.01 | 0.09 | 205.85 | 0.01 | 0.54 | 206.74 | 0.021 .92 | 207.89 |
| SAT | CryptoMiniSat | 0.00 | 0.01 | 5.79 | 0.000 .04 | 5.87 | 0.01 | 0.07 | 6.02 | 0.02 | 0.71 | 7.50 | 0.024 .26 | 11.65 |
| SAT | MiniSAT | 0.00 | 0.03 | 10.56 | 0.010 .10 | 10.73 | 0.01 | 0.27 | 10.84 | 0.01 | 1.94 | 10.30 | 0.0215 .88 | 11.54 |
| SAT | Yices2 | 0.01 | 0.00 | 3.63 | 0.000 .02 | 3.63 | 0.01 | 0.06 | 3.89 | 0.02 | 0.33 | 4.16 | 0.023 .17 | 4.72 |
| SAT | MathSAT | 0.00 | 0.01 | 8.60 | 0.000 .04 | 9.11 | 0.01 | 0.10 | 9.37 | 0.01 | 0.63 | 10.66 | 0.023 .43 | 13.23 |
| SAT | Glucose | 0.00 | 0.01 | inf | 0.000 .04 | inf | 0.01 | 0.19 | inf | 0.01 | 0.69 | inf | 0.023 .42 | inf |
| SMT | Yices2 | 0.00 | 0.01 | 6.79 | 0.010 .04 | 7.07 | 0.01 | 0.10 | 7.55 | 0.01 | 0.66 | 8.27 | 0.024 .38 | 10.22 |
| SMT | MathSAT | 0.00 | 0.03 | 16.04 | 0.010 .14 | 19.39 | 0.01 | 0.41 | 25.58 | 0.01 | 1.53 | 35.89 | 0.029 .25 | 65.57 |
| SMT | Z3 | 0.00 | 0.04 | 18.67 | 0.010 .12 | 19.30 | 0.01 | 0.36 | 20.27 | 0.01 | 2.17 | 22.66 | 0.0212 .88 | 26.92 |
| CP | Chuffed | 0.00 | 0.00 | 0.05 | 0.000 .04 | 0.12 | 0.00 | 0.81 | 0.19 | 0.00 | 132.69 | 0.28 | - - | - |
| CP | Gecode | 0.00 | 0.00 | inf | 0.000 .01 | inf | 0.00 | 0.33 | inf | 0.00 | 74.62 | inf | - - | - |
| CP | Choco | 0.00 | 0.04 | inf | 0.000 .24 | inf | 0.00 | 17.41 | inf | - | - | - | - - | - |
| CP | OR Tools | 0.00 | 0.02 | inf | 0.000 .06 | inf | 0.00 | 0.47 | inf | 0.00 | 28.44 | inf | - - | - |
| MILP | GLPK | 0.04 | 14.92 | - | - - | - | - | - | - | - | - | - | - - | - |
| MILP | Gurobi | 2.70 | 0.05 | 0.00 | 2.930 .29 | 0.00 | 3.02 | 1.33 | 0.00 | 2.84 | 3.27 | 0.00 | 3.0921 .44 | 0.00 |

Table 6: Comparison results on Speck 32/64

|  |  | $\mathrm{NR}=2, \mathrm{~W}=0$ |  | $\mathrm{NR}=3, \mathrm{~W}=0$ |  |  | $\mathrm{NR}=4, \mathrm{~W}=1$ |  | $\mathrm{NR}=5, \mathrm{~W}=6$ |  |  | $\mathrm{NR}=6, \mathrm{~W}=7$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Formalism | Solver | BT ST | Memory | BT | ST | Memory | BT ST | Memory | BT | ST | Memory | BT | ST | Memory |
| SAT | Kissat | 0.040 .02 | 173.08 | 0.05 | 0.03 | 181.31 | 0.060 .21 | 191.15 | 0.08 | 18.40 | 225.68 | 0.11 | 55.87 | 237.44 |
| SAT | CaDiCal | 0.030 .02 | 162.30 | 0.05 | 0.03 | 171.22 | 0.060 .12 | 184.59 | 0.08 | 47.38 | 208.79 | 0.11 | 62.59 | 230.71 |
| SAT | CryptoMiniSat | 0.030 .02 | 10.18 | 0.04 | 0.02 | 12.15 | 0.060 .13 | 16.20 | 0.09 | 73.82 | 112.40 | 0.11 | 83.68 | 97.73 |
| SAT | MiniSAT | 0.040 .21 | 14.57 | 0.05 | 0.31 | 16.07 | 0.061 .01 | 21.82 | 0.09 | 280.28 | 103.45 | 0.11 | 367.98 | 235.89 |
| SAT | Yices2 | 0.040 .00 | 6.29 | 0.05 | 0.00 | 7.69 | 0.060 .20 | 10.02 | 0.09 | 84.74 | 40.92 | 0.11 | 150.09 | 51.24 |
| SAT | MathSAT | 0.030 .04 | 15.43 | 0.05 | 0.06 | 18.27 | 0.060 .30 | 23.42 | 0.09 | 162.17 | 134.20 | 0.11 | 284.66 | 257.83 |
| SAT | Glucose | 0.040 .04 | 119.50 | 0.05 | 0.04 | 124.34 | 0.060 .18 | inf | 0.09 | 110.01 | inf | 0.11 | 166.23 | inf |
| SMT | Yices2 | 0.020 .05 | 12.22 | 0.03 | 0.07 | 15.21 | 0.050 .21 | 23.92 | 0.09 | 127.53 | 71.81 | 0.11 | 222.02 | 94.72 |
| SMT | MathSAT | 0.020 .28 | 37.68 | 0.03 | 0.81 | 56.50 | 0.051 .01 | 92.64 | 0.10 | 174.88 | 268.01 | 0.12 | 331.54 | 307.70 |
| SMT | Z3 | 0.020 .21 | 37.20 | 0.03 | 0.34 | 68.50 | 0.052 .12 | 76.78 | 0.09 | 448.57 | 163.91 | 0.13 | 666.45 | 254.68 |
| CP | Chuffed | 0.010 .01 | 3.16 | 0.02 | 0.03 | 4.75 | 0.020 .07 | 4.75 | - | - | - | - | - | - |
| CP | Gecode | 0.010 .03 | inf | 0.01 | 0.05 | inf | 0.020 .26 | inf | - | - | - | - | - | - |
| CP | Choco | - - | - | - | - | - | - - | - | - | - | - | - | - | - |
| CP | OR Tools | - - | - | - | - | - | - - | - | - | - | - | - | - | - |
| MILP | GLPK | - - | - | - | - | - | - - | - | - | - | - | - | - | - |
| MILP | Gurobi | 0.940 .44 | 0.00 | 3.02 | 382.40 | 0.00 | - - | - | - | - | - | - | - | - |

Table 7: Comparison results on Blake 512

| Formalism | Solver | $\mathrm{NR}=2, \mathrm{~W}=4$ |  |  | $\mathrm{NR}=3, \mathrm{~W}=6$ |  |  | $\mathrm{NR}=4, \mathrm{~W}=10$ |  |  | $\mathrm{NR}=5, \mathrm{~W}=16$ |  |  | $\mathrm{NR}=6, \mathrm{~W}=28$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | BT | ST | Memory | BT | ST | Memory | BT | ST | Memory | BT | ST | Memory | BT | ST | Memory |
| SAT | Kissat | 0.04 | 0.14 | 225.93 | 0.05 | 0.88 | 233.74 | 0.09 | 5.47 | 245.46 | 0.08 | 27.92 | 262.10 | 0.12 | 355.12 | 302.89 |
| SAT | CaDiCal | 0.04 | 0.20 | 215.73 | 0.07 | 1.00 | 222.27 | 0.08 | 4.57 | 233.96 | 0.09 | 23.03 | 251.19 | 0.12 | 484.81 | 288.71 |
| SAT | CryptoMiniSat | 0.04 | 0.42 | 9.55 | 0.05 | 1.61 | 9.55 | 0.07 | 11.40 | 20.57 | 0.09 | 70.18 | 48.39 | - | - | - |
| SAT | MiniSAT | 0.03 | 1.14 | 13.90 | 0.05 | 3.53 | 16.64 | 0.07 | 24.27 | 21.23 | 0.09 | 217.81 | 45.50 | - | - | - |
| SAT | Yices2 | 0.04 | 0.14 | 5.70 | 0.05 | 1.34 | 7.70 | 0.07 | 12.17 | 12.64 | 0.09 | 81.29 | 18.93 | - | - | - |
| SAT | MathSAT | 0.04 | 0.34 | 14.68 | 0.05 | 2.06 | 19.42 | 0.04 | 14.44 | 32.57 | 0.09 | 103.20 | 56.91 | - | - | - |
| SAT | Glucose | 0.04 | 0.21 | inf | 0.05 | 0.99 | inf | 0.07 | 7.21 | inf | - | - | - | - | - | - |
| SMT | Yices2 | 0.03 | 0.34 | 12.98 | 0.05 | 1.62 | 18.63 | 0.07 | 9.16 | 27.50 | 0.11 | 75.54 | 42.49 | - | - | - |
| SMT | MathSAT | 0.04 | 0.87 | 52.13 | 0.05 | 2.89 | 80.23 | 0.07 | 14.35 | 125.35 | 0.11 | 99.44 | 208.36 | - | - | - |
| SMT | Z3 | 0.04 | 1.47 | 39.06 | 0.05 | 5.10 | 72.12 | 0.07 | 33.32 | 136.04 | 0.11 | 569.40 | 149.982 | - | - | - |
| CP | Chuffed | 0.02 | 0.30 | 0.94 | 0.01 | 22.01 | 1.41 | - | - | - | - | - | - | - | - | - |
| CP | Gecode | 0.02 | 0.15 | inf | 0.03 | 22.39 | inf | - | - | - | - | - | - | - | - | - |
| CP | Choco | 0.02 | 46.04 | inf | - | - | - | - | - | - | - | - | - | - | - | - |
| CP | OR Tools | 0.02 | 0.72 | inf | - | - | - | - | - | - | - | - | - | - | - | - |
| MILP | GLPK | 0.57 | 75.56 | 0.00 | - | - | - | - | - | - | - | - | - | - | - | - |
| MILP | Gurobi | 4.50 | 1.45 | 0.00 | 5.92 | 22.49 | 0.00 | 7.62 | 452.57 | 0.00 | - | - | - | - | - | - |

Table 8: Comparison results on Gimli 384

| Formalism | Solver | $\mathrm{NR}=2, \mathrm{~W}=4$ |  | $\mathrm{NR}=3, \mathrm{~W}=8$ |  | $\mathrm{NR}=4, \mathrm{~W}=12$ |  | $\mathrm{NR}=5, \mathrm{~W}=20$ |  |  | $\mathrm{NR}=6, \mathrm{~W}=24$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | BT ST | Memory | BT ST | Memory | BT ST | Memory | BT | ST | Memory | BT | ST | Memory |
| SAT | Kissat | 0.000 .03 | 218.14 | 0.020 .14 | 219.83 | 0.030 .46 | 222.53 | 0.03 | 5.64 | 226.42 | 0.03 | 11.02 | 231.10 |
| SAT | CaDiCal | 0.020 .04 | 207.43 | 0.020 .19 | 209.20 | 0.021 .08 | 212.66 | 0.03 | 5.78 | 216.67 | 0.04 | 11.25 | 220.55 |
| SAT | CryptoMiniSat | 0.020 .04 | 6.08 | 0.020 .04 | 6.08 | 0.030 .81 | 7.99 | 0.03 | 9.37 | 13.23 | 0.03 | 31.09 | 21.76 |
| SAT | MiniSAT | 0.020 .21 | 11.07 | 0.020 .21 | 11.07 | 0.033 .43 | 12.58 | 0.03 | 21.28 | 14.02 | 0.03 | 62.39 | 15.38 |
| SAT | Yices2 | 0.010 .01 | 3.89 | 0.020 .13 | 4.29 | 0.030 .49 | 4.73 | 0.03 | 5.74 | 6.04 | 0.03 | 18.47 | 7.27 |
| SAT | MathSAT | 0.020 .05 | 9.37 | 0.020 .89 | 33.57 | 0.030 .80 | 11.95 | 0.03 | 7.08 | 16.59 | 0.04 | 18.93 | 18.91 |
| SAT | Glucose | 0.020 .08 | inf | 0.020 .42 | inf | 0.021 .29 | inf | 0.03 | 8.12 | inf | 0.03 | 15.87 | inf |
| SMT | Yices2 | 0.020 .09 | 7.84 | 0.020 .27 | 9.18 | 0.030 .73 | 11.03 | 0.04 | 6.16 | 14.11 | 0.05 | 16.91 | 18.37 |
| SMT | MathSAT | 0.020 .29 | 25.06 | 0.020 .89 | 33.57 | 0.032 .32 | 47.23 | 0.04 | 9.97 | 71.47 | 0.05 | 27.06 | 91.30 |
| SMT | Z3 | 0.020 .50 | 20.94 | 0.021 .66 | 23.75 | 0.034 .13 | 27.24 | 0.04 | 18.51 | 42.50 | 0.05 | 42.97 | 73.78 |
| CP | Chuffed | 0.010 .00 | 0.19 | 0.010 .11 | 0.28 | 0.013 .13 | 0.42 | - | - | - | - | - | - |
| CP | Gecode | 0.010 .00 | inf | 0.010 .08 | inf | 0.012 .43 | inf | 0.01 | 399.94 | inf | - | - | - |
| CP | Choco | 0.010 .04 | inf | 0.010 .31 | inf | 0.017 .12 | inf | - | - | - | - | - | - |
| CP | OR Tools | 0.010 .25 | inf | 0.010 .47 | inf | 0.014 .80 | inf | - | - | - | - | - | - |
| MILP | GLPK | 0.201 .01 | 0.00 | - - | - | - - | - | - | - | - | - | - | - |
| MILP | Gurobi | 3.080 .07 | 0.00 | 3.200 .53 | 0.00 | 3.370 .92 | 0.00 | 3.44 | 3.81 | 0.00 | 3.64 | 111.07 | 0.00 |

Table 9: Comparison results on Present 64/80


[^0]:    ${ }^{3}$ It should be noted that the entries of this table are not always integers, as a DDT might contain entries that are not powers of 2 .

[^1]:    ${ }^{4}$ As an example, we selected, respectively, three small state block ciphers, (one AndRX, one ARX, one S-Box based), one large state permutation (384 bits) and one large state ARX hash (512 bits)

