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Abstract.The rising tide of data breaches targeting large data storage centres, and
servers has raised serious privacy and security concerns. Homomorphic Encryption
schemes offer an effective defence against such attacks, but their adoption is hindered
by substantial computational and communication overhead, both on the server and
client sides. This challenge led to the development of Hybrid Homomorphic Encryption
(HHE) schemes to reduce the cost of client-side computation and communication.
Despite the existence of a multitude of HHE schemes in the literature, their security
analysis is still in its infancy, especially in the context of physical attacks like
Differential Fault Analysis (DFA). This work aims to address this critical gap for
HHE schemes defined over prime fields (Fp − HHE) by introducing, implementing and
validating SASTA, the first DFA on Fp − HHE and the first nonce-respecting FA over
any HHE scheme.
In this pursuit, we introduce a new nonce-respecting fault model (all current fault
attacks on HHE schemes require a nonce-reuse), which leads to a unique attack that
completely exploits both the asymmetric and symmetric facets of HHE. We target
Fp − HHE schemes as they offer support for integer or real arithmetic, enabling more
versatile applications, like machine learning, and better performance. The fault model
benefits from what we call the mirror-effect, which allows the attack to work both on
the client and the server. Our analysis reveals a significant vulnerability: a single fault
within the Keccak permutation, employed as an extendable output function, results
in complete key recovery for the Pasta HHE scheme. Moreover, this vulnerability
extends to other HHE schemes, including Rasta, Masta, and Hera, amplifying the
scope and impact of SASTA.
For experimental validation, we mount an actual fault attack using ChipWhisperer-
Lite board on the Keccak permutation. Following this, we also discuss the conven-
tional countermeasures to defend against SASTA. Overall, SASTA constitutes the first
nonce-respecting FA of HHE that offers new insights into how server-side or client-side
computations can be manipulated for Fp − HHE schemes to recover the entire key
with just a single fault. This work reaffirms the orthogonality of convenience and
attack vulnerability and should contribute to the landscape of future HHE schemes.
Keywords: Hybrid Homomorphic Encryption · Differential Fault Attack · Pasta ·
Rasta · Masta · Hera · Rubato · Single Fault

1 Introduction
The world is witnessing a concerning surge in daily data breaches, typically directed at large
data storage centres and servers. These breaches allow attackers to access vast amounts of
private information. This is because, even though the data in communication is encrypted,
the servers decrypt it for computation or storage. This allows not only the server to see
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the client’s data but also attackers who can mount data breach attacks. To address this
growing security and privacy concern, there is a pressing need for privacy-preserving data
storage and computation solutions.

Homomorphic Encryption (HE) schemes [Gen09, CKKS17, BGV11, CGGI20, FV12,
Bra12] offer such privacy preservation capabilities. However, their widespread adoption is
inhibited due to significant computational and communication overhead. This is because
the FHE schemes transform data for processing into substantially larger polynomials and
rely on costly polynomial arithmetic for computations. The transmission of these large
polynomials incurs huge communication expenses. While server-side computations can
be expedited through dedicated hardware accelerators [MAK+23, GVBP+22, FSK+21,
KKK+22, AMK+23], the same approach is economically expensive for client-side applica-
tions due to the high cost of such accelerators.

To ease the computational and communication burdens on clients and ensure that pri-
vacy does not come at a high cost, HHE schemes [DEG+18, DGH+23, HKC+20, CHK+21,
HKL+22] have been developed. They are symmetric key schemes with low multiplicative
depth, often employing stream ciphers. Initially, these schemes supported operations on
boolean data (e.g., Rasta [DEG+18], Flip [MJSC16], Filip [MCJS19], Kreyvium [CCF+18],
and AgRasta [DEG+18]), but they have evolved to handle data over prime fields Fp, en-
abling the processing of integers or real numbers. Assessing real-life applications (e.g.,
Machine Learning) [JVC18, CMdG+21, BBH+22] in Z2, demands the construction of
binary circuits with considerably greater multiplicative depth to achieve integer arithmetic.
An additional issue arises as the batching technique (an encoding technique employed for
SIMD-like operations) is unavailable in a power-of-two cyclotomic ring required for boolean
data, a ring commonly employed in RLWE-based FHE schemes (e.g., BGV, BFV, CKKS).
Consequently, HHE schemes that can only operate on boolean data entail a substantial
performance decline compared to simply implementing the use case using FHE. Hence,
extension to Fp significantly enhances their utility by catering to a much larger application
base and allowing batching. Overall, HHE schemes keep communication packets small and
allow fast symmetric-key encryption, hence simplifying computation and communication
on the client side.

Despite their promise, all the HHE schemes over prime field, Pasta [DGH+23], Masta
[HKC+20], Hera [CHK+21], and Rubato [HKL+22], are relatively new and have not
undergone extensive cryptanalysis, especially in the context of physical attacks. Physical
attacks refer to practical attacks conducted in real-world scenarios. While they may
not directly compromise the schemes from a theoretical standpoint, they can exploit
implementational/runtime vulnerabilities. Given that these schemes will be deployed
across various embedded platforms, they must be analyzed and protected against side-
channel analysis and fault injection attacks. The HHE designs are still evolving to become
more robust and fast, and this analysis will help the designers in designing cryptosystems
that are both theoretically sound and practically secure.

In this work, we narrow our focus to fault injection attacks, a technique aimed at
recovering private cryptographic keys by introducing physical faults into a device. This
approach was first demonstrated on RSA-CRT Signatures [BDL97]. Since then, various
settings have been proposed to exploit induced faults, such as DFA [BS97, LYK21],
Integral FA [SSL15, KGSR23], Internal Differential FA [SC16], Ineffective FA [Cla07],
Statistical FA [FJLT13, DEK+18, VZB+22], and Persistent FA [ZFL+22]. Our work
specifically investigates the known plaintext or chosen plaintext fault analysis paradigm
DFA, which uses fault-free and faulty ciphertext pairs to construct differentials that can
help retrieve private and otherwise unknown information, for example, intermediate state
values. This knowledge eventually allows the attacker to get more sensitive information-
key, by performing a key recovery.

The effectiveness of DFA lies in its ability to achieve key recovery with a minimal number
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of faults. The DFA attack model relies on certain assumptions, such as the ability to induce
required faults, choose plaintexts or ciphertexts, and, in some cases, nonce-reuse, a value
that should inherently remain unique for an execution. If the attacker can additionally let
go of the assumptions, such as nonce reuse or chosen plaintext, then the attack setting gets
even weaker and increases the feasibility of the attack in real-world scenarios. To date, there
have been few DFA studies [RBM21, RKMR23] on Rasta [DEG+18], Kreyvium [CCF+18],
and Filip [MCJS19] HHE schemes. These schemes are designed primarily for boolean
data and suffer high latency costs when processing integer or real data. In contrast,
more recent schemes like Pasta [DGH+23], Masta [HKC+20], Hera [CHK+21], and
Rubato [HKL+22], operate over a prime field Fp, and offer practical solution and wider
application support. Analysis of these schemes under DFA is unexplored yet much needed
due to the vast potential for deployment of privacy-preserving applications.

In this work, we address this gap and hope this comprehensive analysis will enhance
the robustness and security of future designs.

Contributions
This work is the first effort in exploiting HHE schemes over Fp using fault analysis, with
results tabulated in Table 1. The notable contributions of this work are as follows:

• First Nonce-respecting Fault Model for HHE: We introduce a novel fault attack
model tailored for HHE schemes. It is based on the standard DFA model and obtains
differentials without repeating nonce. This is particularly significant as it relies
on very weak assumptions and does not compromise any fundamental algorithmic
properties, enhancing the impact and feasibility of the attack.

• SASTA - A unique attack strategy to break Pasta: We leverage this novel
fault model to develop a distinct attack strategy for breaking Pasta [DGH+23]. Our
primary target is the Keccak permutation, a common component among all HHE
schemes. Note that the attack is not restricted to Keccak and can be applied to
any pseudo-random number generator used in future designs.

• Extension to Multiple HHE Schemes - Masta, Hera, and Rasta: We
extend our analysis to encompass the Masta [HKC+20], Hera [CHK+21], and
Rasta [DEG+18] HHE schemes, illustrating how SASTA can be applied to them.
Additionally, our research reveals that due to reliance on Gaussian noise in encryption,
Rubato [HKL+22] can withstand SASTA at the expense of substantial precision
loss and limited use cases. In essence, our study comprehensively analyzes all state-
of-the-art HHE schemes over Fp and an F2 scheme Rasta, demonstrating scalability
of the attack model .

• Real-world Realization of SASTA with a Single Fault: We demonstrate our
attack on Keccak using the ChipWhispererLite CW1173 board1. Remarkably, this
attack requires just a single known fault within the Keccak permutation, resulting
in complete key recovery. The attack surface is exploitable not only on the client side
but also on the server side, significantly amplifying the vulnerability of the system.

• Countermeasure Analysis: We finally present a discussion on conventional DFA
countermeasures for resistance against SASTA. An analysis of how masking will not
be an effective countermeasure is also furnished.

Organization: We introduce the utility and design of HHE schemes in Section 2. Section 3
presents the detailed research gap that is addressed in this work. Section 4 explains our

1The code for Keccak fault injection and unique key recovery of Pasta, Masta, Hera, and Rasta
will be made available for the Artifacts review.



4 SASTA: Ambushing Hybrid Homomorphic Encryption Schemes with a Single Fault

Table 1: Summary of Fault attacks on HHE and contributions of SASTA for unique
key-recovery. The time reported is the average time for key recovery once a faulty and
correct keystream is obtained.

Target Security Field Nonce #Faults Time ReferenceScheme Repetition
Flip530† 80-bit Z2 Yes 1 39hr [RBM21]

Kreyvium† 128-bit Z2 Yes 3 5min [RBM21]
Filip430‡ 80-bit Z2 Yes 1 751hr [RKMR23]
Rasta-6‡ 80-bit Z2 Yes 1 96hr [RKMR23]
Rasta-5 128-bit Z2 No 1 0.1s Subsection 5.4
Rasta-6 128-bit Z2 No 1 0.12s Subsection 5.4
Pasta-3 128-bit Fp No 1 0.5s Section 4
Pasta-4 128-bit Fp No 1 0.21s Section 4
Masta-4 128-bit Fp No 1 0.09s Subsection 5.1
Masta-5 128-bit Fp No 1 0.07s Subsection 5.1
Hera-5 128-bit Fp No 1 0.005s Subsection 5.2

† Results obtained on processor with 2.00 GHz clock and 4 GB RAM.
‡ Results obtained on processor with 2.80 GHz clock and 16 GB RAM.
Our results are obtained on processor with 2.00 GHz clock and 4 GB RAM.

attack model and strategy, and we see how it can lead to full key recovery for Pasta. We
further analyze this attack strategy for other HHE schemes Masta, Hera, Rubato, and
Rasta in Section 5. In Section 6, we discuss how we experimentally inject a fault. Next,
we analyze the feasibility and cost of conventional countermeasures in Section 7. Section 8
presents a discussion on future scope and concludes the work.

2 Background
This section starts with a quick overview of homomorphic encryption and why we need
HHE schemes. Then, we discuss the design of target HHE schemes and take a closer look
at some of the mathematical methods used in the design and implementation, like the
‘baby-step giant-step’ technique for multiplying matrices and vectors, the Keccak function
used for generating pseudo-random numbers, and the Number Theoretic Transform (NTT).
Notations: Z2 refers to boolean values or integers modulo 2. Similarly, Zp refers to
integers modulo p. Numbers in R are the real values. Fp is used to denote prime fields
for a prime modulus p. We will denote numbers (integers and real) as small letters (e.g.,
x), vectors of numbers as capital letters (e.g., X)(except message m and ciphertext c),
and matrices as bold and capital letters (e.g., M). The subscripts Xi are used for naming
different matrices or vectors, and the superscripts Xi are used for indexing coefficients in
a vector or rows in a matrix. Throughout the paper, variables with apostrophe sign (e.g.,
c′, C ′, M′) refer to faulty values resulting from fault injection while generating the actual
values (e.g., c, C, M). The functions are denoted using typewriter font (e.g., rot, Ai).

2.1 Hybrid Homomorphic Encryption
Before we delve into the specifics of ‘Hybrid’ Homomorphic Encryption, let us first
understand Homomorphic Encryption. It is one of the four pioneering Privacy Enhanc-
ing Techniques, including Trusted Execution Environments, Multi-Party Computation,
and Zero-Knowledge Proofs. The first FHE scheme was introduced by Gentry in 2009
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[Gen09], and since then, several FHE schemes have been introduced by researchers, such
as BGV [BGV11], BFV [FV12, Bra12], CKKS [CKKS17, CHK+18], and TFHE [CGGI20].
These schemes enable computations on encrypted data, making tasks like machine learning
possible while preserving privacy. This unique capability of privacy-preserving data storage
and computation has made FHE ‘the holy grail of cryptography’ [Mic10].

Most FHE schemes rely on complex mathematical problems like Learning With Errors
(LWE) or its faster polynomial ring variant, Ring Learning With Errors (RLWE), to ensure
security and homomorphic computation. However, a significant drawback is that they
transform plaintext data into much larger polynomials when homomorphically encrypted,
resulting in substantial communication and computational overhead, often ranging from
10, 000× to 100, 000× [JLK+21]. Transmitting these large ciphertexts and performing
operations on them is quite expensive. To address this challenge, researchers have developed
specialized hardware accelerators [MAK+23, GVBP+22, FSK+21, KKK+22, AMK+23],
to accelerate computation. These accelerators can significantly reduce computation costs,
but the issue of communication overhead remains a significant bottleneck in practical
implementations. These accelerators are also designed mainly for operations on the server
side as they are too expensive for the client side. Hence, clients continue to suffer from
both computational and communication overhead.

+

Figure 1: Workflow of HHE schemes is illustrated here. The homomorphically encrypted key
(KFHE) is communicated only once. After this, multiple small ciphertexts (ciHHE) encrypted
using HHE are sent along with nonce. The server performs a ‘homomorphic HHE decryption’
(HHD) and obtains a homomorphically encrypted ciphertext ciFHE .

This led to the development of HHE schemes, essentially symmetric key-based encryption
methods that can be decrypted in a homomorphic manner. The transition of ciphertext
from HHE to FHE is illustrated in Figure 1. The stepwise HHE-FHE protocol is explained
as follows.

• The client has two types of keys, the key K for HHE and K2 for FHE. While K is a
symmetric key used for HHE encryption and decryption, K2 is an asymmetric key
consisting of a private (sk) and public key (pk). The client needs to protect both K
and K2sk

because knowledge of K2sk
can leak K, and this, in turn, results in the

attacker gaining access to all messages mi as well as the results sent by the server.

• In the FHE-HHE protocol, the client uses the public key K2pk
to encrypt K using

FHEEncrypt, and sends this to the server at the beginning itself. After this, whenever
clients need to store or process data on the cloud, they use HHE Encryption (HHEπ)
to encrypt the message blocks mi using K and send the resultant ciphertext ciHHE to
the server along with the public Nonce ni.

• The server uses the encrypted key KFHE along with the Nonce ni to evaluate the HHE
decryption (HHD) circuit homomorphically (FHEHHEπ

). This results in a ciphertext
(ciFHE) which is homomorphically encrypted under key K2. This can now be stored
on the server or processed as desired by the client.
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• The client can retrieve the ciphertext and use K2sk
to decrypt the result. This

protocol is followed by all HHE schemes, and its ciphertext transformation capability
from one encryption form to another (e.g., ciHHE to ciFHE) also leads to its utility in
other applications like transciphering.

Initially, HHE schemes were designed to work with binary data (Z2), such as Rasta
[DEG+18], Flip [MJSC16], Filip [MCJS19], Kreyvium [CCF+18], and AgRasta [DEG+18].
However, in response to the growing need for better performance and application support,
they have evolved into schemes like Masta [HKC+20], Pasta [DGH+23], Hera [CHK+21],
and Rubato [HKL+22] that can directly operate over prime fields Fp, enabling operations
on real or integer plaintexts. Besides offering cost-effective communication and efficient
(client-side) encryption, as mentioned above, these schemes also find applications in
transciphering, allowing servers to transform ciphertexts from one FHE scheme to another
without decryption.

Next, we will briefly delve into the design of HHE schemes.

2.2 HHE scheme design overview
We have chosen Pasta [DGH+23] for explaining the designs of HHE schemes due to its
comprehensive support for various operations. Other designs can be viewed as adaptations
or variations of Pasta and will be discussed afterwards.

In the context of HHE, the variables can be categorized into two types: public and
private. As illustrated in Figure 1 and Figure 2, both the nonce (n) and the counter (i) are
considered public data, as they are known to both the client and the server. In contrast,
the key (K) is private and exclusively known to the client. For HHD, this key is encrypted
and securely transmitted to the server as KFHE (done only once in the beginning). Hence,
both K and the client’s message (mi) remain concealed from the server.

Figure 2: The Pasta-4 permutation (π) takes as input the key (K), nonce (n), and counter
(i), and ultimately generates the truncated result- key stream (KS).

With the public and private variables clearly defined, we now describe the Pasta HHE
scheme. This scheme operates as a stream cipher and comprises two variants: 3-round
Pasta-3 and 4-round Pasta-4. Figure 2 demonstrates the Pasta permutation (π). It is
important to note that the operations outside the square box, denoted as XOF (extendable-
output function), are public. SHAKE128 is used for this. Contrarily, the operations
within the box are considered private (key-dependent) and involve either addition or
multiplications using modular arithmetic in Zp. Here, p can be any prime between 16 and
60 bits depending on the specific requirements of the underlying FHE scheme.

The state size (2t) varies between the Pasta-3 and Pasta-4 variants of the scheme.
Specifically, for Pasta-3, 2t = 128 coefficients, while for Pasta-4, it is 64. These 2t
coefficients are divided into two halves, XL and XR, and then processed via permutation.
The resulting KS is added to the plaintext for encryption and subtracted from the
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ciphertext for decryption. The permutation consists of several layers that are applied in
each round, described as follows:

• Ai (Affine Layer): For this layer, an invertible matrix Mi and a round constant
vector RCi are generated using the SHAKE128 XOF output. Then, the layer performs
Mi ·Xi +RCi operation, where Xi represents the input state comprising t coefficients.

• Mix (Mixing Layer): Following Ai, the two halves of the state are mixed using the
Mix operation. This operation transforms the state into (2 · XL + XR, 2 · XR + XL).
This step is crucial for spreading values evenly across the two-state halves.

• S′/S (S-Box Layer): The next layer involves the S-Box operation. For the final round,
the cube S-Box (S) is applied, while for all previous rounds, a Feistel S-Box (S′) is
utilized. Both these s-boxes are invertible.

S(Xj) = (Xj)3 (mod p) ∀ 0 ≤ j < t

S′(Xj) =
{

Xj (mod p) if j = 0,

Xj + (Xj−1)2 (mod p) otherwise,

• Truncation Layer (Trunc): This is applied at the end (pre-final) and truncates the
output to prevent round inversion. It returns the XL state as the final output.

+ +

(a) (b)

Figure 3: The r-round Masta permutation is illustrated in Figure (a). Figure (b) gives a
general idea of Hera and Rubato permutation. The ‘+’ and ‘·’ signs in the boxes refer
to modular vector addition and modular vector dot product.

Masta [HKC+20] follows a slightly different approach as shown in Figure 3 (a). It
does not split the state into two halves like Pasta and comprises only two primary layers:
the affine layer and the S-box layer. The affine layer of Masta is similar to that of Pasta;
however, Masta employs χ-S-box (Equation 1). The pre-final step is the most significant
distinguishing factor between Pasta and Masta. While Pasta opts for truncation at
this stage, Masta employs modular addition with the key. Both Pasta and Masta are
versatile and can support operations over Zp, making them suitable for BGV and BFV.
Rasta [DEG+18] is similar to Masta with the only difference being operation over Z2
and the choice of S-box.

Sχ(Xj) =
{

Xj (mod p) if j ≤ 1,

Xj + Xj−1 · Xj−2 (mod p) otherwise,
(1)

Hera [CHK+21] adopts a distinct approach compared to Pasta and Masta, as
shown in Figure 3 (b). It comprises five rounds, all utilizing cube S-boxes. The primary
distinguishing feature of Hera is its approach to the affine layer. In this layer, matrix
multiplication (MC|MR) utilizes constant low-hamming weight matrices, while the addition
of round constants is transformed into an add-round key function. For this, the output
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of the XOF is multiplied by the encryption key, creating a key-schedule-like effect. After
the S-box (SB) operation, every round adds this derived key to the state. Importantly,
Hera can be applied to FHE schemes over both integer arithmetic Zp (BGV and BFV)
and approximate arithmetic R,Fp (CKKS).

Rubato [HKL+22] was developed after Pasta and Hera, utilizing design principles
from both schemes (Figure 3 (b)). Specifically tailored for CKKS FHE scheme, Rubato
employs the same design philosophy as Hera. However, it deviates from Hera by
employing feistel S-boxes instead of cube S-boxes for all rounds. In its pre-final step,
Rubato utilizes truncation like Pasta and adds Gaussian noise, making the ciphertext
dependent on the hard problem of LWE. This, in turn, limits its use case to CKKS and
introduces an inherent precision loss in the computation.

We will next understand some of the fundamental building blocks employed by these
encryption schemes, which will help comprehend the different attack strategies.

2.3 Baby-step giant-step method
The matrix multiplication required for processing the affine layers is an expensive operation.
On the client side, this is not a problem, as data can be fetched and stored as desired.
Contrarily, on the server side, data is encoded/encrypted into polynomials, which do
not offer much flexibility and consume significant multiplicative depth. To reduce this,
baby-step giant-step method [HS18] is used for expediting matrix-vector multiplication on
encoded/encrypted data, as shown in Subsection 2.3. The matrix (M) represents encoded
plaintext data in this context, and the vector corresponds to encrypted ciphertext (X). t
is the vector size, and t = t1 · t2. The rotj function rotates the input vector by j, and the
diag function gives rotated diagonals of M.

Y =
t2−1∑
k=0

rotkt2

t1−1∑
j=0

diagkt1+j(M) ⊙ rotj(X)


This method involves the following crucial steps:

1. Diagonal Encoding: The diagonals of the matrix are homomorphically encoded.

2. Rotation: Next, these encoded diagonals, which are homomorphic plaintexts, are
subject to rotation operations.

3. Multiplication: Finally, the rotated diagonals are multiplied with the rotated cipher-
text. The resulting ciphertexts undergo a few more rotations and accumulations.

Due to its remarkable efficiency, this method has been used to boost the performance of
the expensive bootstrapping procedure in FHE schemes. Hence, the authors in [DGH+23]
have proposed to utilize this method for HHD on the server side. This also applies to
Masta. However, Hera, or Rubato do not use this since they can use more optimized
addition-based matrix multiplication due to the low hamming weight of the matrices used
in affine layers.

2.4 Keccak and Number Theoretic Tranform
The Keccak [PA11] permutation function is renowned for its role as the underlying
component of the secure hashing algorithm standard SHA-3. For HHE schemes, Keccak,
in its SHAKE128/SHAKE256 modes, is utilized as XOF, and its inputs are the nonce and
counter values. The data generated undergoes a process known as rejection sampling,
where it is filtered to ensure that it is smaller than the prime modulus. This output is
then used to generate matrices and round constants in schemes like Pasta and Masta
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and obtain the key schedule for Hera and Rubato. Other Pseudo-Random Number
Generators (PRNGs), such as AES (as used in [Beu22]), could also be used as alternatives.
This is because only the XOF property of the scheme is needed, and AES has suitable
diffusion property to function as a good XOF.

The Number Theoretic Transform (NTT) [LN16, Spr] facilitates the conversion of
polynomials from coefficient representation to slot representation. With this transformation,
polynomial multiplication has a cheap O(n log n) complexity, in contrast to the expensive
O(n2) complexity in the coefficient representation. All ciphertexts and plaintexts utilized
on the server side are either stored in NTT form or converted to it for homomorphic
multiplications. The NTT transformation can be seen as a matrix-vector multiplication
where the input polynomial is the vector, and the matrix comprises powers of roots-of-unity.

Next, we discuss in detail the research gap that we address in this work.

3 The Uncharted Research Gap
Cryptography is a dynamic field, and attackers are constantly evolving their techniques. The
iterative process of attacking and proposing countermeasures is essential for maintaining
robust encryption solutions. This work delves into the domain of differential fault attacks.
Studying DFA attack models is crucial for evaluating and enhancing the security of new
and evolving HHE schemes in the embedded context. It provides insights into potential
vulnerabilities and leads to the development of better scheme designs or countermeasures
to detect, prevent, or mitigate faults intentionally induced by adversaries. Understanding
DFA attack models is also essential for meeting security standards and certifications for
addressing real-world threats associated with fault injection attacks. In the context of HHE,
we observe that very few DFA attacks have been mounted on these schemes, for example,
[RKMR23, RBM21] analyzing Rasta [DEG+18], Kreyvium [CCF+18], Flip [MJSC16],
and Filip [MCJS19].

The DFA model [TMA11, AKS20] assumes a black box setting, wherein the attacker is
restricted to observing public parameters (Nonce), inputs, and outputs during the limited
timeframe they have access to the device. Within this scope, the attacker holds the
capability to introduce faults into the device’s operation through methods like voltage
glitches or clock perturbations and then analyze the resulting outputs. The private
keys utilized for encryption remain undisclosed to the attacker, preventing them from
deciphering the messages transmitted or received by other users via eavesdropping on the
communication channel. Nevertheless, if the attacker successfully acquires the private key
through the differential constructed from fault injection, the confidentiality of both past
and future communications of the device under attack becomes compromised. When the
same private key is used by different devices, all of them become compromised by a single
fault injection. This is the general setting for a DFA on any symmetric key scheme, and
the prior works on DFA often make assumptions such as the ability to choose plaintext or
nonce when more than one encryption is required.

Such assumptions help the attacker, but it also makes the attack less likely to succeed in
reality. For example, additional precise attacks would be required to ensure that the device
does not refresh the nonce (as stated by the protocol). Things can become worse in the
context of HHE if the sever and client agree on a common algorithm to generate Nonce on
both sides, aiming to minimize communication costs without compromising security, given
that the Nonce is a public parameter. In this case, to make sure the Nonce is repeated,
an identical attack would be required on both the client and server side, rendering the
feasibility of the attack even more impractical. This implementation choice does not affect
the integrity of the HHE-FHE protocol but successfully prevents basic DFA attacks on
HHE schemes, exposing the limitations of previous DFA efforts [RBM21, RKMR23].

These prior works also differ significantly from our work. The primary distinctions lie
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in the targeted schemes. While previous studies focused on schemes over Z2, our work, for
the first time, delves into schemes operating over prime fields (Pasta, Masta, Hera, and
Rubato). These schemes hold great promise in practical applications compared to schemes
over Z2. Additionally, prior works treat HHE schemes only as symmetric key schemes and
do not respect the nonce-constraint. This makes these attacks somewhat unrealistic. On
the contrary, our SASTA approach exploits the HHE framework, eliminating the need for
nonce-reuse. Moreover, unlike previous works, we introduce real fault injections. Finally,
our research specifically targets schemes and parameters designed to provide 128-bit
security, whereas most prior works addressed 80-bit security parameters.

Given the fundamental differences between schemes over boolean data and those over
prime fields, there is no known way to apply the existing attacks to schemes over Fp. To
the best of our knowledge, no exploration of physical attacks has been conducted on ciphers
operating over Fp, which offer the best performance results to date. This is a crucial
research gap in the literature. Hence, our work aims to bridge this gap by investigating
these HHE schemes under fault injection attacks.

A natural question arises- how critical is studying such an attack scenario for HHE
schemes? The answer to this hinges on the increasing importance of homomorphic encryp-
tion in privacy-critical applications like secure data storage and healthcare diagnostics. In
these scenarios, preserving the confidentiality of patient data is paramount. An attack
that can leak the healthcare institution’s secret key could jeopardize the privacy of all
associated patients. Furthermore, these attacks could be easily executed by malicious
insiders, such as nurses or operators within the healthcare facility.

Our work leverages these practical scenarios to illustrate how they can lead to signif-
icantly strong security breaches. As HHE schemes continue to evolve, it is essential to
account for physical attacks in their design process. Doing so will not only enhance their
inherent robustness but also result in cost-effective countermeasures.

4 SASTA: The Differential Fault Attack on HHE Schemes
Differential fault attacks [TMA11, AKS20] aim to analyze the difference between fault-free
and faulty computations. In this scenario, the objective of the attacker is to pinpoint an
optimal fault location, such that the result after successful fault injection at this location
can be used to reveal private information, often the encryption or decryption key. The
beauty of fault attacks relies on two questions: i) how simple is it to inject the fault,
and ii) how critical is the attack? The goal being identifying the simplest possible attack
scenario that can cause the most significant damage. We will address these questions in
the upcoming sections and shed light on the need for more robust HHE designs.

4.1 Defining the Fault Model battlefield
The traditional differential fault attack model relies on the following basic assumptions
about the attacker:

• Fault Injection Capability: The attacker possesses the ability to inject faults during
cryptographic computations.

• Access to Plaintext-Ciphertext: The attacker has access to plaintext-ciphertext pairs
(e.g., via communication eavesdropping).

• Few Faults: The number of faults must be small to prevent any damage to the device.

• Nonce-Reusability: The attacker can reset and restart the cryptographic execution
with the same public parameters, allowing for nonce and plaintext repetition.
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+

Figure 4: Proposed fault model for differential fault analysis of HHE schemes

While the first three assumptions remain realistic and attainable, the last assumption
raises significant concerns. It is based on the idea that an attacker can manipulate aspects
of the encryption process (nonce) to make it produce the same ciphertext for the same
plaintext. However, the nonce is supposed to change for each operation, ensuring that even
identical plaintexts yield distinct ciphertexts. An implementation of HHE schemes will
have this built-in feature, and an attacker must execute precise multiple fault injections
to bypass this. Moreover, most schemes rely on the nonce-respecting setting to prove
their security. If an attacker violates that, then the schemes may already be vulnerable to
theoretical attacks. Hence, the nonce-reuse scenario is perceived as being artificial. Thanks
to SASTA, we do not need this assumption and the fault model outlined below does not
require a nonce-reuse. In fact, one of the main contributions of this work is to showcase
that a fault-induced differential is achievable like classical DFA without nonce-replay by
just leveraging the way HHE schemes work both on the server and client sides.

Given the inability of the attacker to replay the public parameters, they are restricted
to a single faulty plaintext-ciphertext pair per public parameter. To further enhance the
applicability of our attack, we only consider the case of a single fault during an execution
to mount the attack.

We will now discuss how a differential is obtained for this DFA fault model in the
context of HHE, as depicted in Figure 4. It is worth noting that the classical DFA setting
that requires nonce-replay essentially fails in the nonce-respecting scenario and forms
the basis of the new framework developed below, which allows to mount DFA without
nonce-reuse exploiting the HHE setting.

Lemma 1 (Expression of Faulty Ciphertext). If a fault occurs during the client-side
Pasta-π permutation, the resulting ciphertext c with t coefficients after encryption can be
expressed as follows:

c′j = mj + π′(K, n, i)j (mod p) ∀ 0 ≤ j < t

Proof. In the context of HHE, the ciphertext cj is a function of the original message mj

and the permutation π(K, n, i)j applied during encryption. When a fault occurs during
the permutation process, this faulty ciphertext is represented as the sum of the original
message and the output of the faulty permutation.

Lemma 2 (Computation of Faulty Message). In the event of a fault during client-side
Pasta-π computation, the server-side HHD results in a faulty message m′, calculated as
follows:

m′j = mj + π′(K, n, i)j − π(K, n, i)j (mod p) ∀ 0 ≤ j < t
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Proof. The server, upon receiving the ciphertext c, performs HHD, which is essentially the
subtraction of the encrypted permutation π(K, n, i)j from c ([DGH+23] Section 7):

mj = cj − π(K, n, i)j (mod p) ∀ 0 ≤ j < t

When a fault occurs during the client-side permutation, it results in a deviation from the
actual computation. The server-side HHD uses the faulty ciphertext and the fault-free
permutation π(K, n, i)j . This results in the computed message being faulty m′, differing
from the original message m due to the fault-induced difference in the permutations.

m′j = c′j − π(K, n, i)j (mod p) ∀ 0 ≤ j < t

Note that the server has no way to know this, and this is only perceived by the client
when they homomorphically decrypt the result from the server.

Theorem 1 (Fault induced differential without nonce-reuse). When a fault occurs
in the Pasta-π permutation during the (client-side) encryption, then due to server-side
HHD, the fault induced differential is as given below.

∆π = π′(K, n, i) − π(K, n, i) (mod p)

Proof. Using Lemma 1, we get a faulty ciphertext c′ when a fault is injected in the Pasta-π
permutation during the encryption. Lemma 2 shows that the server-side HHD of c′ yields
a homomorphically encrypted but faulty message m′ distinct from the original message m.
Since the original message is known to the attacker, the differential (∆π) can be obtained
by simply subtracting the known message m from m′.

m′ − m = π′(K, n, i) − π(K, n, i) = ∆π (mod p)

Corollary 1 (The mirror effect). The same fault model can be used on the server side
during HHD to obtain the differential:

∆π = π(K, n, i) − π′(K, n, i) (mod p)

Proof. For all HHE schemes that are stream ciphers there is a computation mirror effect
on the client and server side. Hence, without any loss of generality, the same fault model
can be used by the adversary, who could inject the faults on the server side.

4.2 Unique Differential Acquisition in SASTA Fault Model
The SASTA fault attack model diverges significantly from traditional fault models in

both symmetric and asymmetric cryptography. In typical scenarios, where two parties
communicate for secure key exchange or encrypted data exchange, attackers can realistically
target only one party and access its results with no access to the other end. This necessitates
assumptions like nonce repetition to create a pair of original and faulty ciphertexts for
differential analysis. In the case of HHE schemes, the HHE encryption happens on the
client side, and the HHE decryption is performed by the server. Despite HHE encryption
and decryption occurring at different locations (client and server), the HHE decrypted
result is eventually sent back to the client after storage/processing, as the client uses the
server as a service provider and can request the data stored or results of computations.
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Figure 5: A flow diagram illustrating the full attack step-wise overview.

This unique characteristic allows attackers to obtain differentials without the need for
repeating public parameters, making the attack setting highly realistic and the attack brutal.
The client queries the server to perform desired computations. Hence, the computation
that the server has to do is controlled by the client/attacker and can be something as
simple as a basic addition operation. As an example of SASTA on the client-side, imagine
an attacker posing as a nurse entrusted with sending patient information to the server. The
attacker injects a single fault during the Pasta encryption process, receives the data/result
from the server, and unveils the secret key of the hospital. Subsequently, the attacker gains
access to all past and future patient information by simply monitoring the communication
channel between the server and the client-device. Hence leading to a breach of privacy for
all the patients. Similarly, in the context of a smart home security system, an attacker
posing as a device technician could inject a fault during the encryption of home surveillance
data which is then stored in the cloud. This could lead to unauthorized access to live
camera feeds, compromising the privacy and security of residents within the smart home
environment.
4.3 Full Attack Overview
Before delving into these specifics of how such a fault is induced and key recovery is
performed, we first provide an attack overview. All traditional DFA attacks require at
least two ciphertext communications with the chosen nonce or plaintext assumptions. This
is so that correct and faulty ciphertext can be obtained under the same plaintext and
public parameter setting to form a differential. However, SASTA eliminates the need for
such assumptions by only requiring a single faulty query to the server. A step-by-step
overview of the full attack (shown in Figure 4.3) is as follows:

• Execution of HHE Encryption and Fault Introduction: The HHE encryption is
executed and a fault is induced during the generation of the last vector/matrix using
XOF. This results in the generation of erroneous outputs.

• Observation of Differences: The attacker carefully observes the differential obtained in
the output returned by the server. This differential is formed due to the difference in
the keystreams, as the client sent a ciphertext which is encrypted using an erroneous
keystream, whereas the server performed HHD using the correct keystream.

• Extraction of Sensitive Information: The attacker uses the information gained from
the fault analysis to extract the private key K stored in the device used for the HHE
encryption and decryption. The key-recovery method is explained in the next section
(Subsection 4.4). This information can then be leveraged to compromise the privacy
of users of the attacked device.

In some cases, the attacker may reiterate this process by introducing additional faults
or refining the fault injection strategy to enhance the success of the attack. However, in
the case of SASTA no additional iteration is required.
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In the following subsections, we will explore how to induce this fault to leverage it for
key recovery.

4.4 The DFA ambush strategy
Our objective is to employ a single fault that can lead to sufficient diffusion while ensuring
that the faulty result is easily exploitable. We will discuss how to achieve this in the
context of Pasta and, in the next section, illustrate how it can be applied to other schemes.

Several opportunities exist for inducing a fault such that it diffuses widely throughout
the Pasta-4 permutation (Figure 2). For instance, introducing a fault before the final
S operation will result in diffusion across the entire state due to the subsequent matrix
multiplications (A8/9) and Mix steps. Now, using the non-linear properties of S, equations
can be formed to guess the state before the S operation. The possibilities will then be
reduced based on the obtained differential. However, this differential alone will not lead to
a unique key recovery; it would necessitate multiple such faults to eliminate potential key
guesses. Hence, while this approach is feasible, we conclude that it may not be the most
optimal solution. Therefore, we seek alternate fault injection possibilities.

Figure 6: The attack strategy and fault injection point for Pasta-4 permutation

Here, we reiterate our aim to inject a single fault that leads to complete key recovery.
Keeping this goal in mind, let us explore the impact of introducing a fault in the matrix
to be multiplied during step A9, as depicted in Figure 6. If we denote the input state after
the last S operation as X8 and X9, the correct result is as follows:

KS = Trunc(Mix(A8(X8), A9(X9))) (2)
KS = 2 · (M8 · X8 + RC8) + (M9 · X9 + RC9) (3)

The Trunc operation prevents easy round inversion for key recovery. After fault injection,
we obtain the following:

KS′ = 2 · (M8 · X8 + RC8) + (M′
9 · X9 + RC9) (4)

∆KS = ∆M9 · X9 (5)
X9 = ∆M−1

9 · ∆KS (6)

Lemma 3. Uniquely Recovering X8 and X9 implies full key-recovery of key K.

Proof. The permutation consists of matrix multiplications, which involve invertible matrices,
and the remaining linear operations are inherently invertible. Therefore, there is a one-
to-one mapping between the initial input state K, public variables n, i, and intermediate
state X8, X9. This mapping is based on the fixed round operations in between and the
public XOF outputs (Mi, RCi). If we can obtain X8, X9 uniquely, then this will lead to a
unique key recovery because all the operations in the permutation are invertible.
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Lemma 4. ∆M9 is known and invertible.

Proof. ∆M9 is the difference caused by fault injection in the matrix M9, and its value
is known due to known-fault position. For ensuring invertibility with high probabil-
ity [KKW08], we show in Subsection 4.5 how we choose appropriate fault injection
points.

Theorem 2 (Unique Key-recovery). The SASTA attack strategy leads to a unique
key-recovery for Pasta.

Proof. To understand this, let us categorize the variables in the above equations into two
types- known and unknown. The only unknown variables are the states halves X8 and X9.
We know KS′, ∆KS, and consequently KS′ as these are the results of faulty client-side
permutation (π′(K, n, i)) and the differential obtained from the server output (∆π). The
matrices M8, M9 and round constants RC8, RC9 are generated using the XOF. The inputs
to XOF are nonce and counter, which are public. Hence, these variables are also known.

If we can use fault to recover private information X8, X9, it would lead to a complete
key recovery, as shown in Lemma 3. Truncation (Equation 3) prevented this inversion by
revealing only half the state. Now, using a fault attack, we will recover the remaining half.
To do this, we will recover X9 using Equation 6, given that ∆M9 is known and invertible
(4). We can use this information to recover X8 from Equation 4, mitigating the truncation.
Thus leading to unique key recovery.

Next, we will explore determining the optimal location for introducing the fault.

4.5 Locating the Fault Injection Points
Ensuring ∆M9 is invertible after a fault is crucial for determining the appropriate fault
injection point (FIP). However, before delving into the specifics of how this is ensured, let
us first understand how the original invertible matrices (Mi) are generated. The steps for
generating the invertible matrices of Pasta-π are as follows:

• Generate a vector of t numbers using SHAKE128 XOF. This constitutes the first row
of the matrix M0

i = [α0, α1, · · · , αt−1].

• Next, use this row to generate the remaining rows using Equation 7 [GPP11, GPPR11].
This ensures that the matrix is invertible

Mj+1
i = Mj

i ·


0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · ·
· · · · · · ·
0 0 0 · · · 1

α0 α1 α2 · · · αt−1

 ∀ 1 ≤ j < t (7)

Before identifying the precise attack locations let us discuss the devices under potential
attack. For a successful fault injection exploit, the attacker needs access to plaintext,
as well as the ciphertext exchanged by the client’s device. Therefore, a brief period of
eavesdropping on the client device’s input and output ports becomes necessary. It is
crucial to note that the private key is stored within the device and is not part of the input.
Subsequently, the attacker can initiate the attack on either the client side or the server
side. We argue that although attacking the client’s device is more realistic and is generally
the target of all prior works, we cannot completely rule out the possibilities of the attack
being induced on the server side by a malicious insider. Hence, it is imperative to inform
the community about the potential of such an attack, acknowledging that its feasibility
remains an open debate (akin to the case of Hardware Trojans).
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FIP Case 1: Server-side - Encoding(NTT) of Matrix diagonals

Let us examine the ideal scenario where a fault (non-zero by definition) fully diffuses only
to the diagonal of the matrix M9. This ensures ∆M9 is invertible, as it is a diagonal matrix
with non-zero elements in the diagonal. However, achieving this level of diffusion with just
a single fault on the client side is challenging. Here, the server-side computation offers a
remarkable opportunity, thanks to the use of baby-step giant-step based matrix-vector
multiplication method (discussed in Subsection 2.3). This method encodes the diagonals
of matrix M9 in NTT form (discussed in Subsection 2.4). These encoded diagonals are
then utilized for multiplication.

When the fault is introduced on data in NTT form, it diffuses throughout the entire
plaintext after the Inverse NTT operation. This is because of the matrix multiplication
used for reversing the transform. Since our plaintext is a diagonal, the fault spreads to
the whole diagonal. For practically inducing this known fault, an instruction skip fault
during the NTT transform is sufficient, as the diagonals are public. Such a fault can be
induced with high precision as shown in [DRPR19, MDP+20, BFP19, BH22]. However,
attacking the server-side computation can be challenging due to limited opportunities
and constraints. Thus, our next step is to explore potential strategies for achieving our
objective on the client side.

FIP Case 2: Client and Server-side - XOF

On the client side, injecting a single fault that exclusively diffuses to the diagonal is very
difficult as client side computation does not use baby-step giant-step. Hence, we consider
the case when the entire matrix is affected by the fault. To induce such a fault, we identify
the Keccak permutation (XOF) as an attractive option. A fault in the XOF function, just
before it generates M9, would lead to a full matrix diffusion since the initial vector M0

9
would be faulty. This exploits Keccak’s diffusion property against HHE. Observe that this
fault model is not instruction-specific. The sole requirement is knowing which instruction
is skipped so that the attacker can know the value of ∆M9.

The only potential issue that remains is that the difference matrix may not al-
ways be invertible. Studies, such as [Rud06, DS01, KKW08], indicate that the prob-
ability of random matrices being invertible is close to one (

∏n
k=1(1 − qk−1−n) < 1 −

1
q , where n is for matrix of dimension n × n). In our case, where the initial vectors have
no linear dependency, we have experimentally verified a similar high probability of ∆M9
being invertible. Hence, the attack will work in almost all cases. Note that this technique
is not limited to Keccak and can also be extended to the use of other PRNG, like AES.

Next, we assess the risks associated with SASTA.

4.6 Evaluating the Damage: Risks and Implications
We show this attack in the case of Pasta-4; however, without any loss of generality, the
same can be applied to Pasta-3 as well. After a successful fault is injected (demonstrated
in Section 6), the key recovery takes a few milliseconds on a CPU. The strength of our
proposed attack- SASTA lies in the weakness of the attack model. SASTA demands only a
single non-specific fault injection and leads to full key recovery. As a consequence, the
security of both past and future HHE encrypted ciphertexts is jeopardized.

Even if a fault detection method were to detect and alter the key for subsequent
iterations, it would leave all previously encrypted messages vulnerable. Depending on the
sensitivity of the data involved, this breach of privacy could have severe and far-reaching
consequences. Consequently, safeguarding against such attacks requires a dual approach,
involving not only fault detection but also effective mitigation strategies to ensure the
privacy and integrity of data at all costs.
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In summary, the attack model and strategy presented here are generic and have a
huge impact on the security requirements of Pasta. In the following sections, we will
explore how this strategy can be extended to other HHE schemes- Masta [HKC+20],
Hera [CHK+21], Rubato [HKL+22], and Rasta [DEG+18].

5 Broadening the attack horizon to other HHE schemes
SASTA proves to be lethal for Pasta. However, Pasta is not the only HHE scheme
over Fp, and this gives rise to an important question: can this attack be extended to
the other HHE schemes over Fp? Can this also be extended to other Z2 schemes?. In
this section, we address this by examining other state-of-the-art schemes over Fp, namely
Masta [HKC+20], Hera [CHK+21], and Rubato [HKL+22]. We also extend our analysis
to Rasta [DEG+18], a scheme over Z2.

+
+

(b)(a)

Figure 7: The fault injection points for inducing a fault in (a) Masta permutation before
final Ar and (b) Hera or Rubato permutation before final add-round-key.

5.1 Analyzing Masta under the proposed DFA
The Masta [HKC+20] scheme design was introduced concurrently with Pasta and can be
viewed as a direct adaptation of Rasta [DEG+18], originally defined over Z2, to Fp. As
outlined in Subsection 2.2, Masta incorporates two primary functions in its permutation:
the χ s-box and the affine layer Ai (illustrated in Figure 3 (a)). The matrix used for
multiplication within Ai is generated in a manner similar to Pasta, ensuring it is invertible
by design. In the last round r, if the state with t elements after the last S-box is denoted
as Xr, then the final result following the permutation is expressed as follows:

KSj = Ar(Xr)j + Kj (mod p) ∀ 0 ≤ j < t (8)
KSj = (Mr · Xr)j + RCj

r + Kj (mod p) (9)

Under both fault injection points (FIP case 1 and 2), the fault is induced in the matrix
Mr, as depicted in Figure 7 (a), and the resulting differential is as presented below:

∆KSj = (Mr · Xr)j − (M′
r · Xr)j (mod p) (10)

∆KSj = (∆Mr · Xr)j (mod p) (11)

Theorem 3. Given ∆Mr is known and invertible, the SASTA attack strategy leads to a
unique key-recovery for Masta.
Proof. Similar to the case of Pasta, the only unknowns in the above equations are Xr

and K. Given that the difference matrix is invertible and known, Equation 11 can be used
to retrieve Xr. There is no truncation done here; instead, the key is added in the end, as
shown in Equation 9. This provides us with an interesting opportunity to directly retrieve
the key K by using the previously obtained Xr. Hence, no round inversion is required,
and because matrix Mr is invertible, a unique key is obtained.
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Regarding constraints on ∆Mr in Theorem 3, we can apply the same argument as that
used for Pasta, asserting that with a high probability (close to 1), ∆Mr will be invertible.
Hence, Masta is susceptible under the same attack model as Pasta, with the key recovery
process significantly simplified due to the last add-key operation.

5.2 Extending attack strategy to Hera
Hera [CHK+21], as discussed in Subsection 2.2, takes a slightly different design approach
and uses the key for a pseudo-key-schedule, where the XOF output is multiplied with the
key and then added to the state. This is followed by the affine layer, which has constant
matrices, unlike Pasta and Masta. A fault in the last XOF call for Hera (Figure 7 (b))
would result in the following equations:

KSj = Xj
r + (RVr · K)j (mod p) (12)

∆KSj = (RV ′
r · K)j − (RVr · K)j (mod p) (13)

∆KSj = (∆RVr · K)j (mod p) (14)

where RVr represents the random vector generated from the last XOF call, and Xr denotes
the state before this operation.

Theorem 4. Given ∆RV r is known, and fully diffused, the SASTA attack strategy leads
to a unique key-recovery for Hera.

Proof. The invertibility constraint was required in the case of Pasta and Masta because
the differential was a matrix (∆Mr). In the case of Hera, the known difference is simply
a vector ∆RV r, hence recovering key K, using Equation 14, only involves solving simple
linear equations. Thus, the invertibility constraint is relaxed in this setting, and similar to
Masta, no round inversion is required, which further simplifies the key recovery.

Under FIP case 1, Hera is completely vulnerable as RVr will be homomorphically
encoded and multiplied with the encrypted key K (Equation 12). Consequently, the fault
diffuses perfectly across the whole state, resulting in full key recovery. However, under
FIP case 2, there is a fully diffused condition on RVr because, unlike Pasta and Masta,
the XOF output is not followed by any matrix generation. Hence, the diffusion in RVr

completely depends on the diffusion obtained from XOF.

Figure 8: This figure shows that more Keccak permutations for random vector generation
of Hera make it easier to target a specific vector without affecting others, leading to a
higher reduction in the keyspace.

To understand why this may not always lead to full diffusion, let us look at how the
XOF calls work. It retrieves values from the Keccak output, which are then rejection
sampled. If the Keccak output state is fully consumed, then another permutation is done,
and a new output is generated. Note that primes that lead to a high rate of rejection
sampling would require more permutations. Similarly, large moduli would also require
more permutations. Hence, the random vector obtained would be distributed across many
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permutations. On the other hand, primes that have a low rejection rate will require fewer
permutations. This is shown in Figure 8.

When we induce a fault, we have to ensure that we do not make the XOF results required
in the previous rounds, faulty. Hence, we must induce the fault in the first permutation,
which is exclusive to the XOF call for RVr. This would diffuse the fault in all the remaining
permutations as well. If the coefficients in RVr are more distributed, then more values
would be faulty. Consequently, most key values can be recovered, and the reduced keyspace
becomes susceptible to brute-force attacks. To summarize, our analysis reveals that in
the case of Hera, prime moduli leading to a high rate of rejection sampling are more
vulnerable under SASTA than primes with a lower rate of rejection sampling. Note that
this analysis is specific to fault type- Keccak instruction skip. Another fault type or
location, such as matrix counter skip or skipping the matrix multiplication instruction,
could also have a similar effect. This will have a success probability of 1 without any
reliance on prime-size or rejection rate.

5.3 The curious case of Rubato
The design of Rubato [HKL+22] is heavily influenced by Hera and Pasta. Even though
the design is very similar, Rubato cannot support schemes over integers Zp like BGV and
BFV that are supported by Pasta, Masta, and Hera. It can only support a scheme
that does approximate arithmetic- CKKS. The reason being use of additive Gaussian noise
(GSN) at the end of the HHE routine, which modifies the Equation 12 as follows:

KSj = Xj
r + (RVr · K)j + GSN (mod p) (15)

The GSN introduced during encryption is not removed during decryption and remains in
the data throughout the homomorphic operations. This inherent noise leads to a precision
loss, rendering the data unsuitable for precise integer arithmetic and confining its utility
to CKKS [CKKS17]. On the other hand, this error enhances the security guarantees,
transforming the problem into an LWE problem. This is precisely why the authors opt for
low multiplicative depth per round and fewer rounds in the scheme. After fault injection,
the differential is expressed as follows:

∆KSj = (∆RVr · K)j + GSN (mod p) (16)

Observe that this differential is an LWE sample. In the DFA fault scenario, the attacker
possesses knowledge of plaintext and ciphertext pairs. However, the introduction of noise
disrupts this assumption, transforming the message into an unknown value due to the
addition of GSN . Hence, SASTA cannot exploit Rubato.

5.4 Applicability of SASTA to Rasta
Until now we explored state-of-the-art HHE scheme over Fp, however we note that the
SASTA technique is quite general and can also be applied to schemes over F2. The only
dependency being, that there are much fewer invertible matrices in Z2 [KKW08], therefore,
it is more probable that the differential might not result in unique key-recovery and could
require multiple such fault attack or an exhaustive search over the reduced key-space.

We analyzed Rasta [DEG+18] to demonstrate this. As discussed in Section 2, Rasta
has the same design principles as Masta [HKC+20] with slightly different SB and p = 2.
The implementation of Rasta does not use Keccak, hence here we target the matrix
counter increment for the single known instruction skip. This fault replays the previous
round’s (r − 1) matrix used for matrix-vector multiplication in the last round r. It also
results, in the desired difference for SASTA and leads to a unique key-recovery, using the
Theorem 3 for p = 2. In case the attacker does not retrieve an invertible matrix difference,
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then in the worst case the attack needs to be mounted again. However, there is a way to
get around it because the parameters for generating matrices are public. Hence, it can be
known beforehand if the difference between the final and previous matrix will result in an
invertible matrix or not. The attacker should use this information and mount the attack
only when there is possibility of the difference matrix being invertible.

Next, we will present the fault injection attack experiment on Keccak permutation
and discuss the details of key recovery.

6 The Ambush: Fault Attack Demonstration
SASTA does not require a specific fault, and the attack strategy solely relies on the ability
to determine the faulty output, for example, based on a known fault location. Hence,
there are no constraints on the type of fault or the specific operation it affects. It can
be introduced at any point within the extended execution of the Keccak permutation.
Moreover, we will illustrate how, with a Simple Power Analysis (SPA) or emulation, we
can estimate the position of fault to a few possible locations. As a result, we relax the
requirement on knowledge of the instruction affected by the fault.
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Figure 9: The sample fault injection attack positions targeted in our work. The first
position is the beginning of Keccak permutation, and the second is where the results of
permutation are written to the final buffer.

To successfully demonstrate fault injection on the Keccak permutation, we use
the ChipWhisperer-Lite CW1173 evaluation board, paired with the standard FIPS202
implementation of Keccak. Our target platform is CWLITEXMEGA, and we employ
clock-glitching to induce faults. The design is running at the default clock frequency of
7.38 MHz. The fault is mounted on the client’s device at FIP 2 with target set to the
Keccak based XOF. The Keccak function call has three sub-calls: absorb, permute, and
squeeze. The absorb call places the input into the Keccak state, the permute call runs
the permutation, and the squeeze call returns the output.

Figure 9 illustrates the two specific locations where we injected our attack. The first
location corresponds to the start of the Keccak Permute operation. Injecting a fault
here resulted in the skipping of this particular instruction, causing the output from the
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preceding permutation to be replayed. The second known fault injection point is towards
the latter stages of the Keccak Permute operation. This led to a shifted version of the
non-faulty Keccak output, providing a known fault. For the latter case, we made minor
changes to the FIPS202 implementation to simplify the attack. Since, the input to the
Keccak is known and public, and the instruction skipped is also known, the difference ∆
(in Mr or RVr) required for key recovery also becomes known.

We further tested the effectiveness of basic countermeasures, such as duplication. We
only demonstrate the attack on the client’s device owing to higher practical feasibility.
However, with the help of a malicious insider the same can be applied on the server side
as well. Next, we delve into identifying successful fault injections and relaxing the need
for known faults.

6.1 Identifying successful fault injection
From our experimentation, it became evident that not all fault injections yield a faulty
result. Identifying this is easy as the difference will be zero. When an effective fault is
induced, our model necessitates knowledge of the specific operation affected. Numerous
works in the literature [DRPR19, MDP+20, BFP19, BH22] have shown that this can be
done with high precision. We also demonstrated this in our experimentation above.

Figure 10: Correctly identifying the injected fault.

In cases where attackers lack access to precise fault injection techniques, an alternative
approach can be employed, as shown in Figure 10. Attackers can induce an unknown fault
and rely on power traces to estimate the fault injection range within which the fault is
triggered, as depicted by the coloured boxes in Figure 9. The attacker can now leave the
attack site and go home. Now, they can simulate the fault in an XOF emulation, recovering
potential faulty outputs and corresponding key guesses. Thereafter, with just a single
fault-free keystream result (KS), they can uniquely recover the actual key. This works
because the attack model and setting are known to the attacker, and standard Keccak
implementation is used.

Our attack demonstration is conducted on the microcontroller. However, it is essential
to note that precise faults, such as bit flips within the Keccak state, can be mounted
on FPGA implementations as well. These faults will also result in the differentials of the
same form as desired by SASTA. Therefore, both software and hardware implementations
require protection against SASTA.

6.2 Empirical results for key recovery
This section explores the attack specifics and outcomes. We first examine how the attacker
determines the time-offset for fault injection. Subsequently, we explore the duration and
range of the attack, ultimately resulting in unique key recovery.

In traditional DFA attacks, it is hard for the attacker to precisely pinpoint the time
of execution of vulnerable operations and, thus, the best time to inject a fault. In the
case of SASTA, we get around this because the only non-constant portion in the execution
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of all the HHE schemes is the rejection sampling, which for a known prime has a fixed
average rejection rate. It enables the attacker to estimate a good time offset, and we
reiterate that an attacker can induce the fault anytime in the entire Keccak permutation.
Thus providing a broad attack window with a 92% success probability for faults resulting
in an exploitable differential. Although we focus on the Keccak permutation, skipping
instructions like matrix multiplication or generation further extends the attack range.

Depending on the scheme and prime selection, the attack duration, during which
faults can be induced, varies from 4% to 18% of the total execution time of HHE on the
client side, offering potential extension to earlier rounds as an intriguing future scope.
The high success probability of the fault, attributed to its non-specific instruction skip
nature, makes it particularly effective when induced during the first Keccak permute
call in the Matrix/Vector generation phase. To execute the attack, we utilize plain HHE
implementations provided by the authors of Pasta for all four schemes. Furthermore, we
have verified that our results remain unaffected by the end-to-end protocol, as our attack
specifically targets the symmetric-key encryption and decryption part of the HHE-FHE
protocol.

Following the attack overview outlined in Subsection 4.3, our primary target is the
Pasta scheme, which exhibits unique key recovery. This characteristic also applies to
Rasta, Masta, and Hera. As detailed in Table 1, we evaluate the 128-bit secure variants
Pasta-3/4, Masta-4/5, Rasta-5/6, and Hera-5, achieving unique key recovery (100%
success probability once the single known fault has been realized). It only requires the
encryption of one message block on the client side. Our key recovery takes significantly less
time than prior works, and our proposed attack model allows a weaker and more practical
attacker setting. It is important to note that although we use the instruction skip fault to
demonstrate the attack’s feasibility, SASTA is not restricted to instruction skip and can
use other type of faults, for example, arithmetic faults during Keccak permutation or
glitches in storage of Keccak intermediate states.

In the next section, we will explore efficient countermeasures to mitigate SASTA and
analyze their associated costs.

7 Countermeasure analysis
In this section, we will discuss several countermeasures that can be applied to protect
against SASTA. These countermeasures are not algorithmic and come at the cost of latency,
area consumption, or both. While they offer immediate solutions, a more comprehensive
and algorithmic approach would be ideal for securing HHE against potential fault attacks,
and we recognise this as a promising direction.

7.1 Pregeneration and Storage
One potential countermeasure against SASTA involves the offline pregeneration and storage
of XOF output. This technique works effectively for Rasta and Hera as the matrices
hold boolean data in the former case and in the latter case, the XOF output is always a
vector and is never used for matrix generation. However, for Pasta and Masta, this is
challenging due to the large amount of XOF output and matrix storage needed. To put
this into perspective, the storage demand for just one Pasta-4 permutation matrix is
approximately 22KB. Given that this data changes with each iteration, generating and
storing such substantial volumes of data can lead to significant storage expenses, especially
from the client’s perspective. Thus, more effective mitigation techniques are essential.

Another way to achieve this is by interleaving the random vector generation for all
matrices. In doing so, any fault introduced would propagate across all vectors, effectively
scrambling the entire state much earlier and rendering the fault unexploitable. However, a
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bit-flip fault affecting a specific random vector would lead to a fault attack, as the matrix
generation would spread the fault. Hence, we conclude that this is not the most effective
countermeasure for Pasta and Masta.

7.2 Redundancy and fault detection
In the long run, redundancy would be a more suitable countermeasure to make the attack
setting hard for an attacker. This duplicate computation will only be required for the last
round. Along with redundancy, we propose to employ multiple checks at every stage of the
last round to ensure fault detection. Note that redundancy is not the ultimate solution
as the attacker can bypass the checks, but they need many precise faults. This increases
the required strength for mounting an effective fault attack. With a certain degree of
redundancy, we can ensure the security of the design in a realistic scenario.

7.3 Infective Countermeasure
Since fault detection can be bypassed by a stronger adversary, infective countermea-
sure [GSSC15] proves to be more reliable. Under this countermeasure, we employ an
XOR-based detection mechanism. The last round is duplicated, and at every stage, the two
duplicate computations are XORed. This XORed result is ANDed with two random vectors,
and the result is XORed back to the two duplicated states. This happens after both the
Affine and Mix transform. If there is no fault, the XOR result will always be zero. Hence,
AND with the random vector will also be zero, and the last XOR would not have any effect
on the states. On the contrary, if there is a fault, then the values XORed back to the state
would introduce random unexploitable garbage to the result.

7.4 Could masking be a countermeasure?
Masking is a technique employed to protect against side-channel attacks, such as differential
power analysis. This involves splitting the secret into multiple shares and processing each
share separately, ensuring that these shares are never combined directly at any intermediate
stage. In our case, the secret is the key; hence, all the computations involving the key would
have to be masked. This involves the entire key-dependent block. Since the scheme only
has additions/subtractions or multiplication, additive masking will be used. In contrast,
the XOF is not key-dependent and hence will not be masked. Therefore, SASTA would not
be affected by masking.

There is a possibility that the designers intend to mask the XOF as well. Keccak
is generally masked using boolean masking [GSM17]. Hence, a boolean to arithmetic
(B2A) conversion will also be required. We would like to note that SASTA can still be
applied on either of the masked Keccak permutations. This is because we do not need
a specific differential; our attack works with any differential. Hence, this will induce the
same effect required for mounting SASTA. Note that, in the current literature, no masking
scheme is proposed for any HHE scheme. Hence, we only analyze the effect of our proposed
masking technique, which is additive making for key-dependent operations, and conclude
that masking is not an effective countermeasure against SASTA.

Countermeasure Performance Evaluation
We report performance evaluation results based on the reference implementation provided
by the authors of Pasta [DGH+23]. The baseline implementation consumes 274,203
clock cycles on average for 100,000 executions of Pasta −π. The implementation results
are reported for the 12th Gen Intel i7 CPU. In Figure 11, we estimate the cost of
countermeasures regarding latency and required extra storage. For storage requirements,
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Figure 11: A comparison of latency and storage for different Pasta implementations
(with or without countermeasures). The four highlighted implementations are effective
countermeasures against SASTA.

we estimate the cost in terms of maximum state and intermediate variable storage required
at any point in time during the Pasta-π execution.

Since there is no masking scheme for HHE, we note that the entire key-dependent
operations will be duplicated for the two key shares, whereas the XOF operations will
not be masked. Using this observation, we estimate the latency and area cost for first-
order masked implementation. From Figure 11, it is evident that the Redundancy and
Infective countermeasures offer the best trade-offs regarding latency increase and storage
requirements for defence against SASTA. For protection against both SCA and SASTA, we
propose using both masking and infective countermeasures with slightly extra overhead.

8 Discussion and Conclusion

In this work, we introduced a novel fault model for attacking HHE schemes over the
prime field. We applied this model to launch a differential fault attack- SASTA on
Pasta [DGH+23]. Remarkably, even in the nonce-respecting setting, a single fault is
sufficient to achieve full key recovery. This poses a grave threat to privacy, as it renders
all previous and future communications, with the server for homomorphic computations,
vulnerable. To our knowledge, this is the first instance of exploiting a nonce-respecting
fault model setting for HHE schemes. We also validate its feasibility by conducting an
actual fault attack on the Keccak permutation.

Furthermore, we demonstrated that other state-of-the-art HHE schemes, namely
Rasta [DEG+18], Masta [HKC+20] and Hera [CHK+21], are also susceptible to SASTA.
We also analyzed that Rubato [HKL+22], by relying on the LWE problem, maintains
robustness against SASTA. Nevertheless, this resilience comes at the cost of high precision
loss. We further discuss conventional countermeasure techniques and also analyze that
masking will be ineffective.

We restrict this study to differential fault analysis. However, it would be interesting
and useful to explore the vulnerability of these systems for other fault analysis models
and even examine them under side-channel analysis in the future. Implementing HHE
on FPGAs and analyzing the countermeasure costs also presents an interesting future
direction. In summary, this work advances the field by introducing a novel attack model,
demonstrating vulnerabilities in existing HHE schemes and lays the foundation of fault
analysis of HHE without nonce-reuse. We hope that this will inspire the development of
robust hybrid homomorphic encryption schemes in the future.
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