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Abstract. A growing number of lightweight block ciphers are proposed
for environments such as the Internet of Things. An important contri-
bution to the reduced implementation cost is a block length n of 64 or
96 bits rather than 128 bits. As a consequence, encryption modes and
message authentication code (MAC) algorithms require security beyond
the 2n/2 birthday bound. This paper provides an extensive treatment
of MAC algorithms that offer beyond birthday bound PRF security for
both nonce-respecting and nonce-misusing adversaries. We study con-
structions that use two block cipher calls, one universal hash function
call and an arbitrary number of XOR operations. We start with the
separate problem of generically identifying all possible secure n-to-n-bit
pseudorandom functions (PRFs) based on two block cipher calls. The
analysis shows that the existing constructions EDM, SoP, and EDMD are
the only constructions of this kind that achieve beyond birthday bound
security. Subsequently we deliver an exhaustive treatment of MAC algo-
rithms, where the outcome of a universal hash function evaluation on the
message may be entered at any point in the computation of the PRF.
We conclude that there are a total amount of nine schemes that achieve
beyond birthday bound security, and a tenth construction that cannot
be proven using currently known proof techniques. For these former nine
MAC algorithms, three constructions achieve optimal n-bit security in
the nonce-respecting setting, but are completely insecure if the nonce
is reused. The remaining six constructions have 3n/4-bit security in the
nonce-respecting setting, and only four out of these six constructions still
achieve beyond the birthday bound security in the case of nonce misuse.

Keywords: PRF, beyond birthday bound security, faulty nonce model,
EDM, SoP, EDMD

1 Introduction

Message authentication code (MAC) algorithms are one of the fundamental
building blocks in cryptography. Given a message M , it allows a sender in pos-
session of a secret key K to compute an authentication tag T , which can then be
verified by the receiver provided that it is also in possession of the key. The tag



should be hard to forge, i.e., without knowledge of the key, it should be compu-
tationally infeasible to compute the tag corresponding to any new message. In
this work, we will focus on nonce-based MAC algorithms. These functions take
as additional input a nonce N that is used to randomize the scheme.

1.1 Wegman-Carter

Undoubtedly one of the most influential nonce-based MAC algorithms to date
is due to Wegman and Carter [44], which was built on earlier work by Gilbert,
MacWilliams, and Sloane [19]. Their construction first processes the message
with a universal hash function H using a secret hash key, and subsequently
masks the output with a pseudorandom function (PRF) F evaluated on the
nonce:

WCK,Kh
(N,M) = FK(N)⊕HKh

(M) .

The Wegman-Carter construction is proven to achieve n-bit security if H is an
ϵ-almost XOR universal hash function with small ϵ (ϵ ≈ 2−n), F is a PRF, and
the nonce is never repeated [44].

One concern with WC is that dedicated PRFs are difficult to construct. The
only exceptions are SURF [5], AES-PRF [31], and SipHash [1], which might ulti-
mately considered to be permutation-based as well. Pseudorandom permutations
(PRPs), on the other hand, are in abundance, but instantiating Wegman-Carter
with a PRP instead of a PRF – the resulting function is known as Wegman-
Carter-Shoup – only achieves close to birthday bound security [6, 28, 34, 43].
This bound may be on the edge of what is desired if the construction is instan-
tiated with a lightweight block cipher [?, 2, 3, 8, 10, 16, 20, 42] with small block
size n. For example, it only takes approximately 232 · 64 bits of data (35 GB) to
break Wegman-Carter-Shoup with a 64-bit block cipher.

1.2 Nonce-Misuse Resistance

A second concern about the Wegman-Carter construction is its strict dependency
on the nonce. Any repetition of a single nonce will break the Wegman-Carter(-
Shoup) MAC [21, 24]: it would result in two tags T = EK(N) ⊕ HKh

(M) and
T ′ = EK(N) ⊕ HKh

(M ′) for two different messages M,M ′ which might allow
an attacker to deduce information about Kh.

In order to solve this nonce-misuse problem, Cogliati and Seurin introduced
Encrypted Wegman-Carter with Davies-Meyer (EWCDM) [13]. EWCDM can
be seen as a Wegman-Carter construction, with a Davies-Meyer construction as
PRF, then followed by an encryption of the output. The security improvement
in EWCDM lies in the “protection” of the outcome of this construction by an
extra evaluation of a block cipher:

EWCDMK1,K2,Kh
(N,M) = EK2

(EK1
(N)⊕N ⊕HKh

(M)) .
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Cogliati and Seurin [13] proved that this construction achieves 2n/3-bit MAC
security in the nonce-respecting scenario and n/2-bit MAC security in the nonce-
misuse scenario. Mennink and Neves [30] proved almost n-bit PRF security of the
mode in the nonce-respecting scenario. Later, a dual variant of EWCDM, called
the Decrypted Wegman-Carter with Davies-Meyer (DWCDM), was introduced
by Datta et al. [15]. Instead of making the second block cipher call using another
independent key, DWCDM evaluates the block cipher in the inverse direction
using the same key.

While these MAC algorithms provide security beyond the birthday barrier,
most of them are only birthday bound secure if a nonce is reused. This might
occur, for example, if a stateless device chooses nonces uniformly at random
from a small set, if there is a faulty implementation of the cipher involved, or
otherwise. For example, Böck et al. performed an internet-wide scan [7] and
found 184 HTTPS servers that used a duplicate nonce for AES-GCM [29].

Dutta et al. [18] formalized the “faulty nonce model” for MAC algorithms. In
the faulty nonce model, one considers a nonce-based MAC as usual, but labels
a MAC query as “faulty” if it is performed for a repeated nonce. The authors
furthermore introduced the nonce-based Enhanced Hash-then-Mask (nEHtM).
At its base, nEHtM is a nonce-based variant of EHtM [32] where the random
salt is replaced by a nonce and the PRF by a block cipher:

nEHtMK,Kh
(N,M) = EK(0 ∥ N)⊕ EK(1 ∥ (N ⊕HKh

(M))) .

Dutta et al. proved that nEHtM achieves 2n/3-bit security when the number
of faulty nonces is below 2n/3, and proved graceful security degradation of at
least n/2-bit security in the faulty model. Choi et al. [12] improved the security
bound to 3n/4-bit when the number of faulty nonces is below 23n/8, and also
proved graceful security degradation. Graceful degradation here means that the
actual security level is between 3n/4 (resp., 2n/3) and n/2, depending on the
total number of faulty queries that an adversary makes.

1.3 Our Contribution

In this work, we perform a general treatment of the design of block cipher based
MAC algorithms that achieve beyond birthday bound PRF security in the nonce-
respecting model. We subsequently consider how these schemes behave in the
faulty nonce model. We restrict our focus to MAC algorithms based on a single
universal hash function call on the input, two block cipher calls, and an arbi-
trary amount of XOR operations to combine the inputs and outcomes of the
cryptographic building blocks.

Before diving into MAC design, however, we make one step backwards. Hid-
den in EWCDM is an n-bit PRF construction called the Encrypted Davies-Meyer
construction EDM:

EDMK1,K2
(N) = EK2

(EK1
(N)⊕N) . (1)
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Although one cannot reduce security of EWCDM to that of EDM [13], the
proofs share similarities [13, 30]. Likewise, nEHtM can be seen to hide the Sum
of Permutation construction SoP [4]:

SoPK1,K2
(N) = EK1

(N)⊕ EK2
(N) . (2)

We can conclude that one might have little hope in designing a MAC algorithm
with beyond the birthday bound PRF security if that particular construction
with the universal hash function evaluation omitted is not a good PRF in the first
place. Therefore, in Section 3, we start with performing a general analysis of n-
to-n-bit PRF designs from two block cipher calls. We prove that, although there
are 26 constructions of that type to consider, for all but six of them, an attack in
the birthday bound or faster can be mounted. The six remaining schemes are,
perhaps unsurprisingly, EDM of (1), SoP of (2), the Encrypted Davies-Meyer
Dual construction EDMD [30]:

EDMDK1,K2
(N) = EK2

(EK1
(N))⊕ EK1

(N) , (3)

and the natural siblings of these three schemes that consist of XORing the input
to the output.

Supported by these results, we go on to perform an exhaustive analysis of
all MAC algorithms that can be constructed from two block cipher calls with a
universal hash evaluation on the message. We prove that although there are 29

constructions of that type to consider, the quest leads to ten interesting MAC
algorithms: five are based on EDM, three on SoP, and two on EDMD. The
schemes are formalized in Section 4.

Out of these ten schemes, three of them are simply Wegman-Carter based on
the PRFs EDM, SoP, and EDMD, respectively. These achieve n-bit security, but
are completely insecure if the nonce is reused. The four remaining EDM-based
schemes and two remaining SoP-based schemes achieve 3n/4-bit security in the
nonce-respecting scenario, and four out these six schemes still achieve beyond the
birthday bound security in the case of nonce misuse. Note that there is always
a safety margin that must be taken into account. This means that when we talk
about 3n/4-bit security, only 23n/4−δ queries can be made, where δ is chosen such
that the resulting advantage of the distinguisher remains negligible. Currently
known proof techniques did not allow us to prove security of the final EDMD-
based scheme, which was already mentioned (without proof) by Nandi [35]. We
conjecture that this scheme has beyond birthday bound security against nonce-
respecting adversaries. Our results are performed in the faulty nonce model of
Dutta et al. [18] and are given in Section 4. These ten MAC algorithms are
compared in terms of their security and efficiency in Table 1.

In Figure 1, we show the four constructions that still achieve beyond the
birthday bound security in the case of nonce misuse: two are serial, while the
other two are parallel. The two serial constructions are new, and the two parallel
constructions based on SoP are variants of the nEHtM construction of Dutta et
al. [18] that uses two independent keys. The parallel constructions still achieve
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Table 1: Comparison of the ten MAC algorithms, where µ is the number of
faulty nonces. Here, n is the block size and EK1

refers to the first block cipher
evaluation in the construction. EWCDM was shown to achieve n-bits security
using an unverified version of the mirror theory.

MAC
nonce-resp.
security (log2)

nonce-misuse
security (log2)

computing EK1

without M
sequential/
parallel

security
tightness

note

FEDM
B1

n 0 ✓ S tight WC-with-EDM [44]

F SoP
B1

n 0 ✓ P tight WC-with-SoP [44]

FEDMD
B1

n 0 ✓ S tight WC-with-EDMD [44]

FEDM
B2

3n/4 (n) n/2 ✓ S not (tight) EWCDM [13], Thm. 2 ([30])

FEDM
B3

3n/4 n/2 ✓ S not Thm. 2

FEDM
B4

3n/4 3n/4 (µ < 2n/2) — S ? Thm. 3

FEDM
B5

3n/4 3n/4 (µ < 2n/2) — S ? Thm. 3

F SoP
B2

3n/4 3n/4 (µ ≤ 2n/4) ✓ P ? Thm. 4

F SoP
B3

3n/4 3n/4 (µ ≤ 2n/4) ✓ P ? Thm. 4

FEDMD
B2

? ? ✓ S — —

3n/4 security with µ ≤ 2n/4 faulty nonces. Surprisingly, for the two serial con-
structions, the security does not decrease as long as the number of faulty nonces
is below 2n/2. While parallel modes inherently profit most from modern parallel
architectures, the Comb scheduling technique introduced in [9] can solve this
problem even for serial modes on the server side. Besides, the serial structure
can be particularly suited for the design of efficient dedicated primitives [17,31],
while this is not the case for parallel modes. Therefore, an interesting conse-
quence of our results is the introduction of two new constructions FEDM

B4
and

FEDM
B5

, where the security of these constructions remains the same as long as

the number of faulty nonces is below 2n/2.
The security proofs in this work are performed using Patarin’s H-coefficient

technique [11, 36, 38], and using the mirror theory by Kim et al. [26]. We be-
lieve that the security bounds of the two SoP-based MAC algorithms can be
improved by improving the mirror theory. The main security analysis is given
in Section 5.3, where we show the PRF security of these MAC algorithms, the
analysis straightforwardly generalizes to MAC security.

2 Preliminaries

For n ∈ N, we denote by {0, 1}n the set of bit strings of length n. For two bit
strings X,Y ∈ {0, 1}n, we denote their bitwise addition as X ⊕ Y . We denote
by {0, 1}∗ the set of bit strings of arbitrary length. For a value Z, we denote by
z ← Z the assignment of Z to the variable z. For a finite set S, we denote by

s
$←− S the uniformly random selection of s from S. For an algorithm D and two

oracles O,P, we denote by DO the evaluation of D with oracle interaction to O,
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Fig. 1: Depiction of four MAC algorithms, where E is a block cipher and H a
universal hash function.

and by ∆D

(
O ;P

)
the advantage of D in distinguishing O from an oracle P.

For a primitive P , we denote by O[P ] the oracle O built on the primitive P . We
denote by [q] the shorthand notation for {1, . . . , q}. For two disjoint sets P and
Q, we denote their (disjoint) union as P ⊔Q.

2.1 Block Ciphers

For k, n ∈ N, a block cipher is a function E : {0, 1}k × {0, 1}n → {0, 1}n such
that for fixed key K ∈ {0, 1}k, EK(·) = E(K, ·) is a permutation on {0, 1}n.

Denote by Perm(n) the set of all permutations on {0, 1}n. The prp-security
of a block cipher E is measured by considering a distinguisher D that is given

forward access to either EK for secret keyK
$←− {0, 1}k, or a random permutation

π
$←− Perm(n), and its goal is to determine which oracle it is given access to:

Advprp
E (D) =

∣∣∣Pr [K $←− {0, 1}k : DEK = 1
]
− Pr

[
π

$←− Perm(n) : Dπ = 1
]∣∣∣ .

Note that we only consider the prp-security of block ciphers instead of the sprp-
security, where D would have access to the inverse of EK as well. The reason
for this is that the constructions that we analyze only evaluate the underlying
block ciphers in forward direction.
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2.2 Nonce-Based Pseudorandom Functions

For k, n ∈ N, a nonce-based pseudorandom function is a function F : {0, 1}k ×
{0, 1}n × {0, 1}∗ → {0, 1}n, that takes as input a key K ∈ {0, 1}k, a nonce
N ∈ {0, 1}n, a message M ∈ {0, 1}∗, and outputs a tag T ∈ {0, 1}n.

We define a perfectly random oracle Rand : {0, 1}n × {0, 1}∗ → {0, 1}n as a
function that for each new input in {0, 1}n × {0, 1}∗ generates a random string
of length n bits. The prf-security of a function F is measured by considering a

distinguisher D that is given access to either FK for secret key K
$←− {0, 1}k, or

the random oracle Rand:

Advprf
F (D) =

∣∣∣Pr [K $←− {0, 1}k : DFK = 1
]
− Pr

[
DRand = 1

]∣∣∣ .
We call a query a faulty query if the distinguisher D has already queried its oracle
with the same nonce. The distinguisher D is allowed to make at most µ faulty
queries. We call D a nonce-respecting adversary if µ = 0, and nonce-misusing if
µ ≥ 1.

2.3 Universal Hash Functions

For n ∈ N, an universal hash function is a function H : Kh × {0, 1}∗ → {0, 1}n,
such that for fixed key Kh ∈ Kh, we have HKh

(·) = H(Kh, ·). We call H an
ϵ-almost XOR universal (ϵ-AXU) hash function [27] if for all distinct M,M ′ ∈
{0, 1}∗ and all C ∈ {0, 1}n, we have

Pr
[
Kh

$←− Kh : HKh
(M)⊕HKh

(M ′) = C
]
≤ ϵ .

Unfortunately, we cannot immediately use this probability bound to bound the
occurrence of the following event:

HKh1
(Mi) = HKh1

(Mj) ∧HKh2
(Mj) = HKh2

(Mk) ∧HKh1
(Mk) = HKh1

(Ml) ,

for Kh1
,Kh2

$←− Kh. We cannot claim that the probability of this event is ϵ3 for
any fixed distinct Mi, Mj , Mk, and Ml, since the first and the last event are not
independent. We will use the following lemma in our security proofs.

Lemma 1 (alternating events lemma [12,23]). Let qi, qj , qk, ql, q ∈ N such
that qi, qj , qk, ql ≤ q. Let Xq = (X1, . . . , Xq) be a q-tuple of random variables,
and let Xqi , Xqj , Xqk , Xql ⊆ Xq. For distinct i ∈ [qi], j ∈ [qj ], let Ei,j be events
associated with Xi ∈ Xqi and Xj ∈ Xqj , possibly dependent, which all hold with
probability at most ϵ. For distinct i ∈ [qi], j ∈ [qj ], k ∈ [qk], l ∈ [ql], let Fi,j,k,l be
events associated with Xi ∈ Xqi , Xj ∈ Xqj , Xk ∈ Xqk , and Xl ∈ Xql which all
hold with probability at most ϵ′. Moreover, the collection of events (Fi,j,k,l)i,j,k,l
is independent with the collection of event (Ei,j)i,j. Then,

Pr[∃i ∈ [qi], j ∈ [qj ], k ∈ [qk], l ∈ [ql], Ei,j ∧ Ek,l ∧ Fi,j,k,l] ≤
√
qiqjqkql · ϵ ·

√
ϵ′ .
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Jha and Nandi [23] proved the alternating events lemma for qi, qj , qk, ql = q, the
lemma can straightforwardly be generalized to different qi, qj , qk, ql, a similar
proof for this is given in the bad transcripts analysis of the work by Choi et
al. [12]. Note that Lemma 1 can be used to solve the above-mentioned example
using the independent randomness of the hash keys Kh1

and Kh2
. For our con-

structions, we only have one hash key, hence we will use the randomly generated
output tags as our second source of randomness.

2.4 Double Collision Attack

We will rely on the double collision attack by Nandi [35]. We recall the result of
this attack in the following lemma.

Lemma 2 (double collision attack [35]). For k, n ∈ N, let F1: {0, 1}k ×
{0, 1}∗ → {0, 1}n and F2: {0, 1}k×{0, 1}n → {0, 1}n be non-injective functions.
Consider F3K1,K2

:= F2K2
◦ F1K1

. There is a non-negligible constant c such
that for a distinguisher D making (1/

√
2) · 2n/2 queries, we have

Advprf
F3(D) ≥ c .

3 Generalized Fixed-Input-Length PRF Construction

We present a synthetic categorization of all beyond birthday bound secure fixed-
input-length PRFs from two block cipher calls and plain XOR operations.

Let k, n ∈ N. Let E : {0, 1}k × {0, 1}n → {0, 1}n be a block cipher. For a
binary 3× 3 matrix A of the form

A =

a11 0 0
a21 a22 0
a31 a32 a33

 , (4)

our target PRF FA : {0, 1}2k × {0, 1}n → {0, 1}n defined by A is described
in Algorithm 1 and given in Figure 2. Note that any fixed-input-length PRF
F : {0, 1}n → {0, 1}n based on two block cipher calls can be represented by this
generic construction, omitting all possible constructions that can be obtained
by applying linear transformations to the variables. In total, we thus analyze 26

fixed-input-length PRFs. However for some A, the resulting PRF is clearly not
secure beyond the birthday bound. In Section 3.1, we first eliminate trivially
insecure matrices. Then, in Section 3.2 we reason about the remaining ones.

3.1 Trivial Matrices

We call a matrix “trivial” if it does not make proper use of one or both block
cipher calls. More formally, matrix A is called “non-trivial” if it satisfies the
following properties:
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Algorithm 1 PRF FA with A of (4)

Input: (K1,K2) ∈ {0, 1}2k, N ∈ {0, 1}n
Output: T ∈ {0, 1}n
1: u← a11 ·N
2: v ← EK1(u)
3: x← a21 ·N ⊕ a22 · v
4: y ← EK2(x)
5: T ← a31 ·N ⊕ a32 · v ⊕ a33 · y
6: return T

⊕

EK1

⊕

EK2

⊕
a11 ·N Ta21 ·N

u a22 · v

a31 ·N

a32 · v

x a33 · y

Fig. 2: PRF FA based on two block ciphers EK1 and EK2 , and with A of (4).

(1) Each row of the matrix must contain at least one non-zero element. This
requirement ensures that at least one input is XORed to each of the three
XOR-operators. Note that the first two XOR-operations correspond respec-
tively to the inputs of the two block ciphers. If no inputs are XORed to these
XOR-operators, then the corresponding block cipher is independent of the
inputs to the PRF. In this case, the resulting PRF can be broken in at most
2n/2 queries. The last XOR-operation corresponds to the output T , if no
inputs are XORed to this XOR-operator, then the resulting PRF outputs a
constant T for every query.

(2) Each column of the matrix must contain at least one non-zero element. This
requirement ensures that each of the three inputs N , v, and y is used at
least once.

We can derive the following four requirements from above properties:

a11 = 1 , a33 = 1 , a22 + a32 ≥ 1 , a21 + a22 ≥ 1 .

Notice that if a11 = 0, the block cipher EK1
is not used in the computation; if

a33 = 0, the block cipher EK2
is not used in the output; if a22 + a32 = 0, the

output of the block cipher EK1
is not used in the output; and if a21+a22 = 0, the

block cipher EK2 is not used in the computation. If one of the four requirements
is not satisfied, then the resulting PRF can be broken in at most 2n/2 queries.

Thus, in the remainder, we focus on matrices A of the following form:

A =

 1 0 0
a21 a22 0
a31 a32 1

 , (5)

9



where a21 + a22 ≥ 1 and a22 + a32 ≥ 1 (ten schemes in total).

3.2 Generic Results for PRFs

Before we start with our generic analysis, we provide the following observation
to simplify our analysis: XORing the input N to the output T does not influence
the security of the PRF.

Proposition 1. Let A be any non-trivial matrix of the form (5). Let

A′ := A⊕

0 0 0
0 0 0
1 0 0

 .

For any distinguisher D, there exists a distinguisher D′ such that Advprf
FA

(D′) ≥
Advprf

FA′ (D) and Advprf
FA′ (D

′) ≥ Advprf
FA

(D).

Proof. We only prove the partAdvprf
FA′ (D

′) ≥ Advprf
FA

(D), the partAdvprf
FA

(D′) ≥
Advprf

FA′ (D) is proven in a similar way. Let Ke = (K1,K2)
$←− {0, 1}2k, and note

that FA′ [EK1
, EK2

](N) = FA[EK1
, EK2

](N)⊕N . For any distinguisher D whose
goal is to distinguish the real world oracle FA[EK1

, EK2
] from the ideal world

oracle φ
$←− Func(n), we can build a distinguisher D′ that has access to either

FA′ [EK1
, EK2

] or φ, and that simulates D’s oracles. More precisely, for each
query N made by D, D′ queries its oracle for N to retrieve a value T , and it
returns T ⊕ N to D. At the end, D′ relays the decision bit output by D. Dis-
tinguisher D′ has at least the same success probability as D, and this completes
the proof. ⊓⊔

We are left with matrices A of the form

A =

 1 0 0
a21 a22 0
0 a32 1

 , (6)

where a21 + a22 ≥ 1 and a22 + a32 ≥ 1. There are five options in total:

A1 =

1 0 0
0 1 0
0 0 1

 , A2 =

1 0 0
1 1 0
0 0 1

 , A3 =

1 0 0
1 0 0
0 1 1

 , A4 =

1 0 0
0 1 0
0 1 1

 , A5 =

1 0 0
1 1 0
0 1 1

 .

(7)

Clearly, FA1
is a cascade of two PRPs. This means that it does not have colli-

sions and can be distinguished from a random function φ in around 2n/2 queries.
Likewise, FA5 is a composition of two PRFs. More specifically, FA5 is equiva-
lent to a cascade of two Davies-Meyer constructions (taking into account that
x = N ⊕ v in the second Davies-Meyer construction), which is at most birth-
day bound secure due to Lemma 2. The remaining three functions for binary
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matrices A2, A3, A4 are Encrypted Davies-Meyer [13], Sum of Permutation [4],
and Encrypted Davies-Meyer Dual [30], respectively. All three constructions
have been proven to achieve optimal n-bit security using Patarin’s mirror the-
ory [33,37,39,40], and the Sum of Permutation and the Encrypted Davies-Meyer
Dual constructions have also been proven to achieve optimal n-bit security using
the chi-squared method [14]. We thus arrive at the following results.

Proposition 2. Let k, n ∈ N. Let E : {0, 1}k × {0, 1}n → {0, 1}n be a block
cipher. For x = 1, 5, consider FAx

of Algorithm 1 that is defined by binary
matrix Ax of (7).

(i) There is a distinguisher D making 2n/2 queries such that

Advprf
FA1

(D) ≥ 1− 1

e
.

(ii) There is a non-negligible constant c such that for a distinguisher D making
(1/
√
2) · 2n/2 queries, we have

Advprf
FA5

(D) ≥ c .

Proof. For case (i), consider a distinguisher D that makes 2n/2 queries and op-
erates as follows. For i = 1, . . . , 2n/2, it selects arbitrary N (i)’s to obtain T (i)’s.
If all T (i)’s are distinct, output 1. Otherwise, output 0. In the real world, FA1

behaves as a PRP, and thus Pr
[
DFA1 = 1

]
= 1. For the ideal world, we have

Pr [Dφ = 1] =Pr
[
∩i,i′ T (i) ̸= T (i′)

]
≤ 1−

(
1− e−(

q
2)

1
2n

)
= e−(

q
2)

1
2n ,

where q = 2n/2.
The proof of case (ii) follows from Lemma 2. ⊓⊔

Theorem 1. Let k, n ∈ N. Let E : {0, 1}k×{0, 1}n → {0, 1}n be a block cipher.
For x = 2, 3, 4, consider FAx

of Algorithm 1 that is defined by binary matrix Ax

of (7).

(i) Let ξ be any threshold, and for any distinguisher D making at most q ≤
2n/(67ξ2) queries, we have

Advprf
FA2

(D) ≤ q

2n
+

(
q

ξ+1

)
2nξ

.

(ii) For any distinguisher D making at most q queries, we have

Advprf
FA3

(D), Advprf
FA4

(D) ≤ q

2n
.

Proof. We refer to Mennink and Neves [30] for the proofs of security of FA2 and
FA4

, and to Dai et al. [14] for the proof of security of FA3
. ⊓⊔

We conclude that EDM, SoP, and EDMD are the only three n-bit secure fixed-
input-length PRFs that can be build using two block cipher calls and XOR op-
erations (modulo the reduction of Proposition 1 that consists of feed-forwarding
the input), and one should start from these fixed-input-length PRFs while build-
ing beyond birthday bound secure variable-input-length PRF algorithms.
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Algorithm 2 Nonce-based PRF FA∗ with A∗ of (8)

Input: (K1,K2) ∈ {0, 1}2k, Kh ∈ Kh, N ∈ {0, 1}n, M ∈ {0, 1}∗
Output: T ∈ {0, 1}n
1: u← a11 ·N ⊕ b1 ·HKh(M)
2: v ← EK1(u)
3: x← a21 ·N ⊕ a22 · v ⊕ b2 ·HKh(M)
4: y ← EK2(x)
5: T ← a31 ·N ⊕ a32 · v ⊕ a33 · y ⊕ b3 ·HKh(M)
6: return T

4 Generalized Nonce-Based PRF Construction

We consider how to generically construct a nonce-based PRF algorithm from
two block cipher calls and one universal hash function call.

Let k, n ∈ N. Let E : {0, 1}k × {0, 1}n → {0, 1}n be a block cipher. For a
binary 3× 4 matrix A∗ of the form

A∗ =

a11 0 0 b1
a21 a22 0 b2
a31 a32 a33 b3

 , (8)

our target nonce-based PRF FA∗ : {0, 1}2k × Kh × {0, 1}n × {0, 1}∗ → {0, 1}n
defined by A∗ is described in Algorithm 2 and given in Figure 3. Note that any
nonce-based PRF F : {0, 1}n×{0, 1}∗ → {0, 1}n based on two block cipher calls
and one universal hash function call can be represented by this generic construc-
tion, omitting all possible constructions that can be obtained by applying linear
transformations to the variables. In total, we thus analyze 29 nonce-based PRFs.
However for some A∗, the resulting construction is clearly not secure beyond the
birthday bound. In Section 4.1, we first eliminate trivially insecure matrices.
Then, we reason about the remaining ones.

4.1 Generic Results for Nonce-Based PRF Algorithms

Note that the reasoning of Section 3.1 also applies here: the distinguisher can
eliminate the effect of the universal hash function by keeping the message M
constant. Therefore, intuitively, a nonce-based PRF can only be secure if its
underlying fixed-input-length PRF is built on a non-trivial matrix. We therefore
focus on nonce-based PRF algorithm built on fixed-input-length PRFs from
equation (6).

Thus, in the remainder, we focus on matrices A∗ of the following form:

A∗ =

 1 0 0 b1
a21 a22 0 b2
0 a32 1 b3

 , (9)

12



⊕

EK1

⊕

EK2

⊕

HKh

a11 ·N Ta21 ·N

u a22 · v

a31 ·N

a32 · v

x a33 · y

M

b2 ·HKh(M)

b1 ·HKh(M) b3 ·HKh(M)

Fig. 3: Nonce-based PRF FA∗ based on two block ciphers EK1
, EK2

, and an
universal hash function HKh

, and with A∗ of (8).

where a21 + a22 ≥ 1, a22 + a32 ≥ 1 and b1 + b2 + b3 ≥ 1. These options are:

A∗
1 =

1 0 0 b1
0 1 0 b2
0 0 1 b3

 , A∗
2 =

1 0 0 b1
1 1 0 b2
0 0 1 b3

 , A∗
3 =

1 0 0 b1
1 0 0 b2
0 1 1 b3

 ,

A∗
4 =

1 0 0 b1
0 1 0 b2
0 1 1 b3

 , A∗
5 =

1 0 0 b1
1 1 0 b2
0 1 1 b3

 .

(10)

As in Section 3.2, nonce-based PRFs based on A∗
1 cannot achieve beyond birth-

day bound security, as the distinguisher can make 2n/2 queries by keeping the
messageM constant and observe no collision in the tag. nonce-based PRFs based
on A∗

5 also cannot achieve beyond birthday bound security, as these construc-
tions can be seen as a cascade of two PRFs, and hence can be broken in the
birthday bound using Lemma 2.

In the following, we denote FEDM
Bx

, F SoP
Bx

, and FEDMD
Bx

as the nonce-based
PRFs based on matrices A∗

2, A
∗
3, and A∗

4, respectively. For x = 0, . . . , 7, we will
consider all variants of Bx depending on the values of b1, b2, and b3.

B0 =
(
0 0 0

)
, B4 =

(
1 0 0

)
,

B1 =
(
0 0 1

)
, B5 =

(
1 0 1

)
,

B2 =
(
0 1 0

)
, B6 =

(
1 1 0

)
,

B3 =
(
0 1 1

)
, B7 =

(
1 1 1

)
.

(11)

4.2 Nonce-Based PRFs Based on A∗
2 (Encrypted Davies-Meyer)

In this section, we consider nonce-based PRFs based on the Encrypted Davies-
Meyer construction FEDM. Let k, n ∈ N, let E : {0, 1}k × {0, 1}n → {0, 1}n
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be a block cipher, and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function.
Consider generic construction FEDM

Bx
: {0, 1}2k×Kh×{0, 1}n×{0, 1}∗ → {0, 1}n:

FEDM
Bx

[EK1
, EK2

, HKh
](N,M) =

EK2
(EK1

(N ⊕ b1 ·HKh
(M))⊕N ⊕ b2 ·HKh

(M))⊕ b3 ·HKh
(M) , (12)

with Bx ∈ {B0, B1, . . . , B7} of (11).
Here, FEDM

B2
is the EWCDM construction of Cogliati and Seurin [13], which

is shown to achieve 2n/3-bit security against nonce-respecting adversaries. Using
Patarin’s mirror theory, Mennink and Neves [30] have shown that FEDM

B2
also

achieves n-bit security against nonce-respecting adversaries. The function FEDM
B0

is trivially insecure and henceforth excluded. The function FEDM
B1

is a Wegman-
Carter construction with EDM as its underlying PRF, hence it is optimally n-bit
secure against nonce-respecting adversaries, and totally broken when the nonce is
reused. For the remaining six schemes, we show that four of these achieve beyond
birthday bound security against nonce-respecting distinguisher. Moreover, two
of these four constructions still provide the same amount of security in the faulty
nonce model when the number of faulty nonces is below 2n/2, and the security
drops to the birthday bound when 2n/2 faulty nonces are made. The security
of the other two constructions drops to birthday bound once a single nonce is
repeated.

Proposition 3. Let k, n ∈ N. Let E : {0, 1}k × {0, 1}n → {0, 1}n be a block
cipher, and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function. Consider
FEDM
Bx

of equation (12) for binary matrix Bx ∈ {B6, B7} of (11). There is a

nonce-respecting distinguisher D making 4 · 2n/2 queries such that

Advprf

FEDM
Bx

(D) ≥ 1− 1

2n
.

Proof. The proof is given in Supplementary Material A. ⊓⊔

Proposition 4. Let k, n ∈ N. Let E : {0, 1}k × {0, 1}n → {0, 1}n be a block
cipher, and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function. Consider
FEDM
Bx

of equation (12) for binary matrix Bx ∈ {B2, B3} of (11). There is a

distinguisher D making 2n/2 + 2 queries with 2 faulty nonces such that

Advprf

FEDM
Bx

(D) ≥ 1− 1√
e
− 1

2n
.

Proof. The proof is given in Supplementary Material B. ⊓⊔

Proposition 5. Let k, n ∈ N. Let E : {0, 1}k × {0, 1}n → {0, 1}n be a block
cipher, and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function. Consider
FEDM
Bx

of equation (12) for binary matrix Bx ∈ {B4, B5} of (11). There is a

distinguisher D making 2 · 2n/2 + 4 queries with 2n/2 faulty nonces such that

Advprf

FEDM
Bx

(D) ≥ 1− 1√
e
− 1

2n
.
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Proof. The proof is given in Supplementary Material C. ⊓⊔

Theorem 2. Let k, n ∈ N. Let E : {0, 1}k×{0, 1}n → {0, 1}n be a block cipher,
and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function. Consider FEDM

Bx
of

equation (12) for binary matrix Bx ∈ {B2, B3} of (11). For any nonce-respecting
distinguisher D making at most q ≤ 23n/4 queries, there exist distinguishers D′

1

and D′
2 with the same query complexity such that

Advprf

FEDM
B2

(D) ≤ Advprp
E (D′

1) +Advprp
E (D′

2) +
q2ϵ

2n

+
19q

4
3

2n
+

6q
8
3

22n
+

18q
7
3

22n
+

q2

22n
+

8q4

3 · 23n
,

Advprf

FEDM
B3

(D) ≤ Advprp
E (D′

1) +Advprp
E (D′

2) +
q2ϵ

2n
+ q

4
3 ϵ

+
18q

4
3

2n
+

6q
8
3

22n
+

18q
7
3

22n
+

q2

22n
+

8q4

3 · 23n
.

Proof. The proof is given in Section 5.3. ⊓⊔

Theorem 3. Let k, n ∈ N. Let E : {0, 1}k×{0, 1}n → {0, 1}n be a block cipher,
and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function. Consider FEDM

Bx

of equation (12) for binary matrix Bx ∈ {B4, B5} of (11). Let µ be a fixed
parameter. For any distinguisher D making at most q ≤ 23n/4 queries, and at
most µ faulty nonces, there exist distinguishers D′

1 and D′
2 with the same query

complexity such that

Advprf

FEDM
B4

(D) ≤ Advprp
E (D′

1) +Advprp
E (D′

2) +
µ2

2n
+ µ2ϵ+

q2ϵ

2n
+

q2ϵ

2n/2
+

q2
√
ϵ

2n

+ q
4
3 ϵ+

19q
4
3

2n
+

6q
8
3

22n
+

18q
7
3

22n
+

q2

22n
+

8q4

3 · 23n
,

Advprf

FEDM
B5

(D) ≤ Advprp
E (D′

1) +Advprp
E (D′

2) + 2µ2ϵ+
q2ϵ

2n
+

q2ϵ

2n/2
+

q2
√
ϵ

2n
+ 2q

4
3 ϵ

+
18q

4
3

2n
+

6q
8
3

22n
+

18q
7
3

22n
+

q2

22n
+

8q4

3 · 23n
.

Proof. The proof is given in Section 5.3. ⊓⊔

For Theorem 3, when µ is sufficiently smaller than 2n/2, FEDM
B4

and FEDM
B5

achieve
3n/4-bit security. Note that this optimal bound holds under the assumption that
ϵ is sufficiently small (ϵ ≈ 2−n) and the block cipher E is sufficiently PRP secure,
such that the other terms in the bound are dominating.

4.3 Nonce-Based PRFs Based on A∗
3 (Sum of Permutations)

In this section, we consider nonce-based PRFs based on the Sum of Permutations
construction F SoP. Let k, n ∈ N, let E : {0, 1}k × {0, 1}n → {0, 1}n be a block
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cipher, and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function. Consider
generic construction F SoP

Bx
: {0, 1}2k ×Kh × {0, 1}n × {0, 1}∗ → {0, 1}n:

F SoP
Bx

[EK1 , EK2 , HKh
](N,M) =

EK1(N ⊕ b1 ·HKh
(M))⊕ EK2(N ⊕ b2 ·HKh

(M))⊕ b3 ·HKh
(M) , (13)

with Bx ∈ {B0, B1, . . . , B7} of (11).
The function F SoP

B4
is symmetric to F SoP

B2
, and F SoP

B5
is symmetric to F SoP

B3
, and

hence F SoP
B4

and F SoP
B5

can be omitted. The function F SoP
B2

is the two keyed variant
of the nEHtM construction of Dutta et al. [18]. Dutta et al. have shown that
nEHtM based on a single key with domain separation achieves 2n/3-bit security
when 2n/3 faulty nonces are made, and its security degrades in a graceful manner
when the number of faulty nonces go beyond 2n/3. Later, Choi et al. [12] have
shown that single keyed nEHtM actually achieves 3n/4-bit security when up to
23n/8 faulty nonces are made, and its security also degrades in a graceful manner.
Here, F SoP

B2
is the nEHtM constructiuon based on two keys without domain

separation. The function F SoP
B0

is trivially insecure and henceforth excluded.

The function F SoP
B1

is a Wegman-Carter construction with SoP as its underlying
PRF, hence it is optimally n-bit secure against nonce-respecting adversaries,
and totally broken when the nonce is reused. For the remaining four schemes,
we show that two of these schemes achieve beyond birthday bound security, even
in the case of nonce reuse.

Proposition 6. Let k, n ∈ N. Let E : {0, 1}k × {0, 1}n → {0, 1}n be a block
cipher, and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function. Consider
F SoP
Bx

of equation (13) for binary matrix Bx ∈ {B6, B7} of (11). There is a

nonce-respecting distinguisher D that making 4 · 2n/2 queries such that

Advprf

FSoP
Bx

(D) ≥ 1− 1

2n
.

Proof. The proof is given in Supplementary Material A. ⊓⊔

Theorem 4. Let k, n ∈ N. Let E : {0, 1}k×{0, 1}n → {0, 1}n be a block cipher,
and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function. Consider F SoP

Bx
of

equation (13) for binary matrix Bx ∈ {B2, B3} of (11). Let µ ≤ q1/3. For any
distinguisher D making at most q ≤ 23n/4 queries, and at most µ faulty nonces,
there exist distinguishers D′

1 and D′
2 with the same query complexity such that

Advprf

FSoP
B2

(D) ≤ Advprp
E (D′

1) +Advprp
E (D′

2) +
µ2

2n
+ µ2ϵ+

q2ϵ

2n
+ 4µ2ϵ+

3µq3n/2ϵ

2n/2

+ q
4
3 ϵ+

18q
4
3

2n
+

6q
8
3

22n
+

18q
7
3

22n
+

q2

22n
+

8q4

3 · 23n
,

Advprf

FSoP
B3

(D) ≤ Advprp
E (D′

1) +Advprp
E (D′

2) + 2µ2ϵ+
q2ϵ

2n
+ 4µ2ϵ+

3µq3n/2ϵ

2n/2
+ q

4
3 ϵ

+
18q

4
3

2n
+

6q
8
3

22n
+

18q
7
3

22n
+

q2

22n
+

8q4

3 · 23n
.
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Proof. The proof is given in Section 5.3. ⊓⊔
In that case F SoP

B2
and F SoP

B3
achieve 3n/4-bit security with µ ≤ 2n/4. Although

both nEHtM based on a single key and based on two independent keys achieve
3n/4-bit security, the number of faulty nonces µ that can be made for our nEHtM
based on two keys is 2n/4 when q = 23n/4, which is less than 23n/8 for the case of
single keyed nEHtM. This follows from the comparison with the results in [12],
which is due to the version of mirror theory we are using here, since the versions
of mirror theory used by Dutta et al. [18] and Choi et al. [12] are for single
permutation, and cannot be applied for our nEHtM based on two keys. Our
result can be improved by improving the mirror theory for two permutations.
These optimal bounds again hold under the assumption that ϵ is sufficiently
small (ϵ ≈ 2−n) and the block cipher E is sufficiently PRP secure, such that the
other terms in the bound are dominating.

4.4 Nonce-Based PRFs Based on A∗
4 (Encrypted Davies-Meyer

Dual)

In this section, we consider nonce-based PRFs based on the Encrypted Davies-
Meyer Dual construction FEDMD. Let k, n ∈ N, let E : {0, 1}k×{0, 1}n → {0, 1}n
be a block cipher, and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function.
Consider generic construction FEDMD

Bx
: {0, 1}2k×Kh×{0, 1}n×{0, 1}∗ → {0, 1}n:

FEDMD
Bx

[EK1
, EK2

, HKh
](N,M) =

EK2
(EK1

(N⊕b1·HKh
(M))⊕b2·HKh

(M))⊕EK1
(N⊕b1·HKh

(M))⊕b3·HKh
(M) ,

(14)

with Bx ∈ {B0, B1, . . . , B7} of (11).
Again, the function FEDMD

B0
is trivially insecure and henceforth excluded. The

function FEDMD
B1

is a Wegman-Carter construction with EDMD as its underlying
PRF, hence it is optimally n-bit secure against nonce-respecting adversaries,
and totally broken when the nonce is reused. For the remaining six schemes, we
provide birthday bound attacks for five out these six schemes.

Proposition 7. Let k, n ∈ N. Let E : {0, 1}k × {0, 1}n → {0, 1}n be a block
cipher, and H : Kh × {0, 1}∗ → {0, 1}n be an ϵ-AXU hash function. Consider
FEDMD
Bx

of equation (14) for binary matrix Bx ∈ {B3, B4, B5, B6, B7} of (11).
There is a non-negligible constant c such that for a distinguisher D making
(1/
√
2) · 2n/2 queries, we have

Advprf

FEDMD
Bx

(D) ≥ c .

Proof. These constructions can be seen as the composition of two random func-
tions. The proposition follows straightforwardly from Lemma 2. ⊓⊔
We conclude that only FEDMD

B2
may achieve beyond birthday bound security.

However, for all four constructions, the output of their second permutation EK2

is XORed with its input, this makes it a non-trivial exercise to derive security
beyond the birthday bound for these constructions.
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5 Security Analysis

Our analysis is performed using the H-coefficients technique, recapped in Sec-
tion 5.1, and Patarin’s mirror theory, recapped in Section 5.2. The proof of
Theorem 2 and 3 on EDM-based algorithms, and the proof of Theorem 4 on
SoP-based algorithms, are given in Section 5.3.

5.1 H-coefficients Technique

We will use Patarin’s H-coefficient technique [11,36,38] for our security proofs.
Consider two oracles O and P, and a deterministic distinguisher D that has

query access to either of these oracles. The distinguisher’s goal is to distinguish
both worlds, and we denote by

Adv(D) =
∣∣Pr [DO = 1

]
− Pr

[
DP = 1

]∣∣
its advantage. We define a transcript τ which summarizes all query-response
tuples learned by D during its interaction with its oracle O or P. We denote by
XO and XP the probability distribution of transcripts when interacting with O
and P, respectively. We call a transcript τ ∈ T attainable if Pr[XP = τ ] > 0, or
in other words if the transcript τ can be obtained from an interaction with P.

Lemma 3 (H-coefficients technique [22]). Consider a deterministic distin-
guisher D. Define a partition T = Tgood ⊔ Tbad, where Tgood is the subset of T
which contains all the “good” transcripts and Tbad is the subset with all the “bad”
transcripts. Assume that there exists ε1 such that for all attainable τ ∈ Tgood:

Pr[XO = τ ]

Pr[XP = τ ]
≥ 1− ε1 ,

and that there exists ε2 such that Pr[XP ∈ Tbad] ≤ ε2. Then, we have

Adv(D) ≤ ε1 + ε2 .

5.2 Mirror Theory

Patarin’s mirror theory [33,37,39,40] was popularized by Mennink and Neves [30]
and used to prove the optimal n-bit security of EDM and EWCDM. However,
in Patarin’s original work, the proof is highly complex and too difficult to verify,
and it contains several gaps. In recent years, many different versions of mirror
theory were presented [12,15,18,23,26]. We follow the description of the mirror
theory by Kim et al. [26].

Let G = (V,S) be a graph and let PQ ∈ S be an edge for P,Q ∈ V. If this
edge is labeled with λ ∈ {0, 1}n, then it means an equation P ⊕Q = λ, while if
it is labeled with the symbol ̸=, then it means that P and Q are distinct (since

P and Q are from two independent sets). We write P
⋆
−Q when an edge PQ is

labeled with ⋆ ∈ {0, 1}n ∪ {̸=}.
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Let G= denote the graph obtained by deleting all ̸=-labeled edges from G.
For ℓ > 0 and a trail

L : P0

λ1

− P1

λ2

− . . .
λℓ

− Pℓ

in G=, its label is defined as

λ(L) = λ1 ⊕ λ2 ⊕ . . .⊕ λℓ .

We decompose G= into its connected components:

G= = C1 ⊔ C2 ⊔ · · · ⊔ Cα ⊔ D1 ⊔ D2 ⊔ · · · ⊔ Dβ

for some α, β ≥ 0, where Ci denotes a component of size greater than 2, and Di

denotes a component of size 2. We will also write C = C1 ⊔ C2 ⊔ · · · ⊔ Cα and
D = D1 ⊔ D2 ⊔ · · · ⊔ Dβ . We call the graph G a nice graph if G satisfies the
following two restrictions.

Definition 1 (acyclic). G= contains no cycle.

Definition 2 (non-zero path label (NPL)). λ(L) ̸= 0 for any trail L of
even length ℓ in G=.

Acyclic means that there is no linear combination of the equations that is inde-
pendent of the unknowns, and NPL means that there is no linear combination
of the equations that implies equality of two distinct unknowns. Given a nice
graph G = (V,S), where the vertex set V is partitioned into two disjoint parts
P and Q, a solution to G should satisfy all the λ-labeled equations in G=, while
all the variables in P (resp., Q) should take different values.

Lemma 4 (mirror theorem [26]). Let G be a nice graph, and let q and qc
denote the number of edges of G= and C, respectively. If q < 2n

8 , then the number
of solutions to G, denoted h(G), satisfies

h(G)2nq

(2n)|P|(2n)|Q|
≥ 1− 9q2c

8 · 2n
− 3qcq

2

2 · 22n
− q2

22n
− 9q2cq

8 · 22n
− 8q4

3 · 23n
.

5.3 Proof of Theorem 2, 3, and 4

Recall that we consider the constructions FEDM
B2

, FEDM
B3

in Theorem 2 for any

nonce-respecting distinguisher, the constructions FEDM
B4

, FEDM
B5

in Theorem 3 for

any distinguisher making at most µ faulty nonces, and F SoP
B2

, F SoP
B3

in Theorem 4
for any distinguisher making at most µ faulty nonces. The first part of the
analyses of the three theorems is very similar. Only in Section 5.3.5 we consider
the three theorems (and thus six schemes) independently.

Let Ke = (K1,K2)
$←− {0, 1}2k, and Kh

$←− Kh. For F ∈ {EDM,SoP},
consider any distinguisher D that has access to either the real world oracle
FF
Bx

[EK1
, EK2

, HKh
], with x = 2, . . . , 5 (resp., x = 2, 3) if F = EDM (resp.,
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F = SoP), or the ideal world oracle Rand. We first consider the case F = EDM.
Instead of replacing the block ciphers EK1

, EK2
by π1, π2, we replace them by

π1, π
−1
2 . As π1, π2 are drawn independently, these two constructions are provably

equally secure. However it is more convenient to reason about the latter one, as
an evaluation of the latter case can be viewed as the XOR of two permutations

in the middle of the function. Let π1, π
−1
2

$←− Perm(n). We have

Advprf

FEDM
Bx

(D)

≤ ∆D

(
FEDM
Bx

[EK1
, EK2

, HKh
] ; Rand

)
≤ ∆D

(
FEDM
Bx

[π1, π
−1
2 , HKh

] ; Rand
)
+∆D′

1

(
EK1

; π1

)
+∆D′

2

(
EK2

; π−1
2

)
= ∆D

(
FEDM
Bx

[π1, π
−1
2 , HKh

] ; Rand
)
+Advprp

E (D′
1) +Advprp

E (D′
2) , (15)

for some distinguishers D′
1 and D′

2 with the same complexity as D. We focus on
the remaining distance in (15). As of now, we drop [π1, π

−1
2 , HKh

] for readability,
and assume D is computationally unbounded and deterministic. The case of
F = SoP is similar, but we replace the block ciphers EK1 , EK2 by π1, π2.

5.3.1 Transcripts. D makes q queries to O ∈ {FF
Bx

,Rand}, and these are
summarized in a transcript

τm = {(N (1),M (1), T (1)), . . . , (N (q),M (q), T (q))} .

After D’s interaction with the oracles, but before it outputs its decision, we
disclose the hash key Kh to the distinguisher. In the real world, this is the key
used in the hash function. In the ideal world, Kh is a dummy key that is drawn
uniformly at random. The complete view is denoted τ = (τm,Kh).

5.3.2 Attainable Index Mappings. In the real world, each query (N (i),M (i),
T (i)) ∈ τ corresponds to an evaluation of the oracle FF

Bx
. Note that each scheme

consists of an evaluation of π1 and an evaluation of π2, these are of the form
X(i) 7→ π1(X

(i)) and Y (i) 7→ π2(Y
(i)) such that π1(X

(i))⊕ π2(Y
(i)) = Z(i). The

values ofX(i), Y (i), Z(i) are specific for the particular construction under analysis
(recall that currently we consider six different constructions FEDM

B2
, FEDM

B3
, FEDM

B4
,

FEDM
B5

and F SoP
B2

, F SoP
B3

at once), and can be deduced from τ . This will also be-
come clear in Section 5.3.5, where the separate schemes are treated individually.
The transcript τ defines q equations on the unknowns, and these q equations are
the following:

E =


π1(X

(1))⊕ π2(Y
(1)) = Z(1) ,

π1(X
(2))⊕ π2(Y

(2)) = Z(2) ,
...

π1(X
(q))⊕ π2(Y

(q)) = Z(q) .
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In the above q equations, some of the unknowns may be equal to each other.
We have that π1(X

(i)) ̸= π1(X
(j)) if and only if X(i) ̸= X(j), and π2(Y

(i)) ̸=
π2(Y

(j)) if and only if Y (i) ̸= Y (j). No condition holds for π1(X
(i)) versus

π2(Y
(i)), as these are defined by independent permutations. Thus, {π1(X

(i))}1≤i≤q

and {π2(Y
(i))}1≤i≤q are identified with two sets of unknowns

P = {P1, . . . , Pq1} ,
Q = {Q1, . . . , Qq2} .

with q1, q2 ≤ q. Since P and Q are defined by independent permutations, we
know that P and Q are independent. We connect Pj and Qj′ with a Z(i)-labeled
edge if π1(X

(i)) = Pj and π2(Y
(i)) = Qj′ for some i. Any pair of vertices in the

same set (either P or Q) are connected by a ̸=-labeled edge. In this way, we
obtain the transcript graph of τ on P ⊔Q, and we denote it by Gτ .

5.3.3 Bad Transcripts. Informally, bad events are the properties which
would make the mirror theory inapplicable. One can only apply the mirror the-
ory if the transcript graph Gτ is (1) acyclic, (2) satisfies the NPL condition, and
(3) the number of edges in C (i.e., edges in the components of size greater than
two) is not greater than qc, for some parameter qc that will be defined later
on. The first two conditions come from Definitions 1 and 2, the last one is the
condition on the number of edges in C in Lemma 4. Stated differently, we need
to say that τ is a bad transcript if the corresponding transcript graph Gτ either
includes a circle or a path of even length with λ(L) = 0, or the number of edges
in C exceeds qc.

The first two are implied if either of the following two events is set.

(i) Gτ contains an alternating circle of length 2 or an alternating path of length
2 such that λ(L) = 0,

(ii) Gτ contains an alternating path of length 4 starting at the X-shore, or it
contains an alternating path of length 4 starting at the Y -shore such that
λ(L) = 0.

We remark that it appears a bit odd to require the side-condition for the second
part of event (ii) only. However, it turns out that by releasing that condition
for this second part, we would not be able to derive a strong security bound for
constructions based on SoP (see Section 5.3.5 for more details). Fortunately, it
turns out that we can add this side-condition without problems, as negation of
above two conditions (i)-(ii) indeed imply (1) and (2). Together with the third
condition,

(iii) the number of edges in C is greater than qc,

these form the three conditions which a good transcript graph should satisfy.
In other words, we say that τ ∈ Tbad if and only if one of the above conditions
holds.

Below, we will describe these three sets of bad events in more detail, the bad
events for all six schemes are defined separately in Supplementary Material D-I.
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Recalling that we denote by X(i) the i-th input to π1, Y
(i) the i-th input to π2,

and Z(i) = π1(X
(i))⊕ π2(Y

(i)).

(i) This event is covered by AP2 = AP2a ∨AP2b ∨AP2c, defined as follows:

AP2a : ∃distinct (i, j) such thatX(i) = X(j) ∧ Y (i) = Y (j) ,

AP2b : ∃distinct (i, j) such thatX(i) = X(j) ∧ Z(i) = Z(j) ,

AP2c : ∃distinct (i, j) such thatZ(i) = Z(j) ∧ Y (i) = Y (j) .

(ii) This event is covered by AP4 = AP4a ∨AP4b, defined as follows:

AP4a : ∃distinct (i, j, k, l) such thatX(i) = X(j) ∧ Y (j) = Y (k) ∧ X(k) = X(l) ,

AP4b : ∃distinct (i, j, k, l) such thatY (i) = Y (j) ∧ X(j) = X(k) ∧ Y (k) = Y (l)

(∧Z(i) ⊕ Z(j) ⊕ Z(k) ⊕ Z(l) = 0) ,

where Z(i)⊕Z(j)⊕Z(k)⊕Z(l) = 0 is the side condition of the event AP4b.
(iii) This event is covered by NC = NCa ∨NCb, defined as follows:

NCa : |{(i, j) such that i ̸= j ∧X(i) = X(j)}| ≥ qc/4 ,

NCb : |{(i, j) such that i ̸= j ∧ Y (i) = Y (j)}| ≥ qc/4 .

A distinct pair of “half-colliding” queries such that either X(i) = X(j) or
Y (i) = Y (j) will add an edge to any component containing it, and make
the size of the component greater than two; hence the number of edges in
C cannot be twice as many as the number of half-collisions.

The probability that τ ∈ Tbad happens, is given by

Pr[τ ∈ Tbad] ≤ Pr[AP2] + Pr[AP4] + Pr[NC] , (16)

where AP2 = AP2a∨AP2b∨AP2c, AP4 = AP4a∨AP4b, and NC = NCa∨NCb.

5.3.4 Ratio for Good Transcripts for FEDM
B2

, FEDM
B3

, FEDM
B4

, FEDM
B5

, and

F SoP
B2

, F SoP
B3

. Consider an attainable transcript τ ∈ Tgood. We now lower bound
Pr[XO = τ ] and compute Pr[XP = τ ] in order to obtain a lower bound for the
ratio of these probabilities. We denote by compO(τ) (resp., compP(τ)) the set
of oracles in the real world (resp., the ideal world) that are compatible with τ .
We first consider the ideal world P, and obtain

Pr[XP = τ ] = Pr[Rand ∈ compP(τ)] =
1

|Kh|
· 1

2nq
.

For the real world oracle O, the probability of obtaining τ is computed over
the randomness of π1 and π2. Now, fix a parameter qc (to be optimized later).
For a transcript graph Gτ , let G=

τ denote the graph obtained by deleting all
̸=-labeled edges from Gτ . Then G=

τ is a bipartite graph with q edges. By the
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fact that the considered transcript τ is good, the induced graph Gτ (i) is acyclic,
(ii) satisfies the NPL condition, and (iii) the number of edges in C (i.e., edges in
the components of size greater than two) is not greater than qc. By Theorem 4
and since qc ≤ qc, the number of possible ways of fixing π1(X

(i)) and π2(Y
(i))

is lower bounded by
(2n)|P|(2

n)|Q|
2nq (1− ε1) where

ε1 =
9q2c
8 · 2n

+
3qcq

2

2 · 22n
+

q2

22n
+

9q2cq

8 · 22n
+

8q4

3 · 23n
. (17)

The probability that π1 and π2 realize each assignment is exactly 1/(2n)|P|(2
n)|Q|.

We thus obtain

Pr[XO = τ ]

Pr[XP = τ ]
≥ 1− ε1 .

5.3.5 Probability of Bad Transcripts for FEDM
B2

, FEDM
B3

, FEDM
B4

, FEDM
B5

,

and F SoP
B2

, F SoP
B3

. The exact values of X, Y , and Z are, respectively,

MAC X Y Z

FEDM
B2

N T N ⊕HKh
(M)

FEDM
B3

N T ⊕HKh
(M) N ⊕HKh

(M)

FEDM
B4

N ⊕HKh
(M) T N

FEDM
B5

N ⊕HKh
(M) T ⊕HKh

(M) N

F SoP
B2

N N ⊕HKh
(M) T

F SoP
B3

N N ⊕HKh
(M) T ⊕HKh

(M)

Let qc ∈ N. We denote by I the set of all query indices i such that N (i) = N (j) for
some j ̸= i. One can see that |I| ≤ 2µ. Note that |I| = 0 for FEDM

B2
and FEDM

B3
.

We define by AP2F [Bx] (resp., AP4F [Bx] and NCF [Bx]) the bad event AP2
(resp., AP4 and NC) for FEDM

Bx
with x = 2, . . . , 5, or F SoP

Bx
with x = 2, 3. Note

that we treat FEDM
B2

and FEDM
B3

for nonce-respecting distinguisher only, hence
the bad events AP2a, AP2b, AP4a, AP4b, and NCa do not appear for these
two constructions. We consider the bad events for each of the six construction
separately.

(i) An alternating circle of length 2 or an alternating path of length such that
λ(L) = 0.

– FEDM
B4

. We first consider the bad event AP2a. The probability that N (i) ⊕
HKh

(M (i)) = N (j) ⊕ HKh
(M (j)) happens for fixed i, j is ϵ, and the prob-

ability that T (i) = T (j) happens for fixed i, j is 1/2n. Summed over all q
possible i’s, and all q possible j’s, we have

Pr
[
AP2aEDM[B4]

]
≤ q2ϵ

2n
. (18)
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We then consider the bad event AP2b. The probability thatN (i)⊕HKh
(M (i)) =

N (j) ⊕ HKh
(M (j)) happens for fixed i, j is ϵ. Assume that i < j, which

means that N (j) is a faulty nonce. Then the number of pairs (i, j) such that
N (i) = N (j) is at most µ2, and we have

Pr
[
AP2bEDM[B4]

]
≤ µ2ϵ . (19)

Bad event AP2c is similar to AP2b. However, the second event is T (i) = T (j),
which holds with probability 1/2n. Then the number of pairs (i, j) such that
N (i) = N (j) is at most µ2, and we have

Pr
[
AP2cEDM[B4]

]
≤ µ2

2n
. (20)

– FEDM
B5

. We first consider the bad event AP2a. The probability that N (i) ⊕
HKh

(M (i)) = N (j)⊕HKh
(M (j)) and T (i)⊕HKh

(M (i)) = T (j)⊕HKh
(M (j))

happens for fixed i, j is ϵ/2n. Summed over all q possible i’s, and all q possible
j’s, we have

Pr
[
AP2aEDM[B5]

]
≤ q2ϵ

2n
. (21)

The bad event AP2b is already analyzed in (19). We then consider the bad
event AP2c. The probability that T (i) ⊕ HKh

(M (i)) = T (j) ⊕ HKh
(M (j))

happens for fixed i, j is ϵ. Assume that i < j, which means that N (j) is a
faulty nonce. Then the number of pairs (i, j) such that N (i) = N (j) is at
most µ2, and we have

Pr
[
AP2cEDM[B5]

]
≤ µ2ϵ . (22)

– FEDM
B2

. Note that the X and Z values of FEDM
B2

are the reverse of those

of FEDM
B4

, and the Y value of the both constructions is the same. Hence

the analysis is the same as that for FEDM
B4

with µ = 0 because we consider

nonce-respecting dinstinguishers for FEDM
B2

.

– FEDM
B3

. Note that the X and Z values of FEDM
B3

are the reverse of those

of FEDM
B5

, and the Y value of the both constructions is the same. Hence

the analysis is the same as that for FEDM
B5

with µ = 0 because we consider

nonce-respecting dinstinguishers for FEDM
B3

.

– F SoP
B2

. Note that the X, Y , and Z values of F SoP
B2

are a reshuffling of the

X, Y , and Z values of FEDM
B4

. Hence we have that Pr
[
AP2SoP[B2]

]
=

Pr
[
AP2EDM[B4]

]
.

– F SoP
B3

. Note that the X, Y , and Z values of F SoP
B3

are a reshuffling of the

X, Y , and Z values of FEDM
B5

. Hence we have that Pr
[
AP2SoP[B3]

]
=

Pr
[
AP2EDM[B5]

]
.
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We have obtained

Pr
[
AP2EDM[B2]

]
≤ q2ϵ

2n
, (23)

Pr
[
AP2EDM[B3]

]
≤ q2ϵ

2n
. (24)

Pr
[
AP2EDM[B4]

]
, Pr

[
AP2SoP[B2]

]
≤ µ2

2n
+

q2ϵ

2n
+ µ2ϵ , (25)

Pr
[
AP2EDM[B5]

]
, Pr

[
AP2SoP[B3]

]
≤ 2µ2ϵ+

q2ϵ

2n
. (26)

(ii) An alternating path of length 4. We want to recall that since we treat FEDM
B2

and FEDM
B3

for nonce-respecting distinguisher only, alternating paths do not ap-

pear for these two constructions. Thus, we only have to consider FEDM
B4

, FEDM
B5

,

F SoP
B2

, and F SoP
B3

.

– FEDM
B4

. We will use Lemma 1 to bound the event, with qi = qj = qk = ql = q.

We first consider the bad event AP4a. We denote Ei,j : N
(i)⊕HKh

(M (i)) =
N (j)⊕HKh

(M (j)) (same for Ek,ℓ), and Fi,j,k,ℓ : T
(j) = T (k). The probability

that Ei,j happens for fixed i, j is ϵ (same for Ek,ℓ), and the probability that
Fi,j,k,ℓ happens for fixed j, k is 1/2n. Summed over all possible i, j, k, ℓ’s, we
have

Pr
[
AP4aEDM[B4]

]
≤ q2ϵ

2n/2
. (27)

Next, we consider the bad event AP4b, again with qi = qj = qk = ql = q.
We drop the side-condition Z(i) ⊕ Z(j) ⊕ Z(k) ⊕ Z(l) = 0 for simplicity. We
denote Ei,j : T (i) = T (j) (same for Ek,ℓ), and Fi,j,k,ℓ : N

(j) ⊕HKh
(M (j)) =

N (k) ⊕HKh
(M (k)). The probability that Ei,j happens for fixed i, j is 1/2n

(same for Ek,ℓ), and the probability that Fi,j,k,ℓ happens for fixed j, k is ϵ.
Summed over all possible i, j, k, ℓ’s, we have

Pr
[
AP4bEDM[B4]

]
≤ q2

√
ϵ

2n
. (28)

– FEDM
B5

. The analysis is identical to the one of FEDM
B4

. The only difference is
that we have Y = T ⊕HKh

(M) instead of Y = T . However, we can still rely
on the randomness of T .

– F SoP
B2

and F SoP
B3

. Since the X and Y values are the same for these two
constructions, we will consider these together. We first consider the bad
event AP4a. The number of queries using any repeated nonce is at most 2µ.
This means that the number of pairs (j, k) such that N (j) = N (i) for some
i ̸= j and N (k) = N (l) for some k ̸= l is at most 4µ2. The probability that
N (j)⊕HKh

(M (j)) = N (k)⊕HKh
(M (k)) happens for fixed j, k is ϵ. Summed

over all possible j, k’s, we have

Pr[AP4aSoP[B2]] ≤ 4µ2ϵ . (29)
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Next, we consider the bad event AP4b. Note that since the only randomness
we have is the universal hash key Kh, we will explicitly rely on the side event
Z(i)⊕Z(j)⊕Z(k)⊕Z(l) = 0. We will use Lemma 1 to bound this event. We
first consider the case that k > max{i, j, l} and the k-th query sets AP4b.
We denote Ei,j : N (i) ⊕ HKh

(M (i)) = N (j) ⊕ HKh
(M (j)) (same for Ek,l),

and Fi,j,k,l : T
(i)⊕T (j)⊕T (k)⊕T (l) = 0. The probability that Ei,j happens

for fixed i, j is ϵ (same for Ek,l), and the probability that Fi,j,k,l happens
for fixed i, j, k, l is 1/2n. For each fixed k, and summed over q possible i’s, q
possible j’s, and q possible l’s, and since the k-th query makes an inner edge
of the trail, it should be a faulty query (there are µ possible k’s in total).
Therefore this case happens with probability at most

µ

√
q3

2n
ϵ .

Next, consider the case that l > max{i, j, k} and the l-th query makes AP4b.
We denote Ei,j : N (i) ⊕ HKh

(M (i)) = N (j) ⊕ HKh
(M (j)) (same for Ek,ℓ),

and Fi,j,k,ℓ : T
(i)⊕T (j)⊕T (k)⊕T (l) = 0. The probability that Ei,j happens

for fixed i, j is ϵ (same for Ek,ℓ), and the probability that Fi,j,k,ℓ happens for
fixed i, j, k, l is 1/2n. For each fixed l (there are q possible l’s in total), and
summed over q possible i’s, 2µ possible j’s, and 2µ possible k’s, this case
happens with probability

2q

√
µ2q

2n
ϵ .

By symmetry, all other cases (i.e., i > max{j, k, l} and j > max{i, k, l}) are
also covered, we have

Pr[AP4bSoP[B2]] ≤ µ

√
q3

2n
ϵ+ 2q

√
µ2q

2n
ϵ =

3µq3n/2ϵ

2n/2
. (30)

We have obtained

Pr
[
AP4EDM[B4]

]
, Pr

[
AP4EDM[B5]

]
≤ q2ϵ

2n/2
+

q2
√
ϵ

2n
, (31)

Pr
[
AP4SoP[B2]

]
, Pr

[
AP4SoP[B3]

]
≤ 4µ2ϵ+

3µq3n/2ϵ

2n/2
. (32)

(iii) The number of edges in C is greater than qc.

– FEDM
B4

. For NCa, X = N ⊕HKh
(M). Using Markov inequality, we have:

Pr
[
NCaEDM[B4]

]
≤ 4q2ϵ

qc
. (33)

For NCb, Y = T . Using Markov inequality, we have:

Pr
[
NCbEDM[B4]

]
≤ 4q2

qc · 2n
. (34)
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– FEDM
B5

. The bad event NCa is already analyzed in (33). For NCb, Y = T ⊕
HKh

(M). Using Markov inequality, we have:

Pr
[
NCbEDM[B5]

]
≤ 4q2ϵ

qc
. (35)

– FEDM
B2

. The analysis is the same as that for FEDM
B4

, except that NCa would
not happen due to X = N and µ = 0.

– FEDM
B3

. The analysis is the same as that for FEDM
B5

, except that NCa would
not happen due to X = N and µ = 0.

– F SoP
B2

. Assuming that qc/4 ≥ µ2 (qc will be chosen later on to satisfy this
condition), NCa would not happen. The bad event NCb is already analyzed
in (33).

– F SoP
B3

. Assuming that qc/4 ≥ µ2 (qc will be chosen later on to satisfy this
condition), NCa would not happen. The bad event NCb is already analyzed
in (33).

We have obtained

Pr
[
NCEDM[B2]

]
≤ 4q2

qc · 2n
, (36)

Pr
[
NCEDM[B3]

]
, Pr

[
NCSoP[B2]

]
, Pr

[
NCSoP[B3]

]
≤ 4q2ϵ

qc
, (37)

Pr
[
NCEDM[B4]

]
≤ 4q2ϵ

qc
+

4q2

qc · 2n
, (38)

Pr
[
NCEDM[B5]

]
≤ 8q2ϵ

qc
, (39)

Conclusion for bad events. Combining (23)-(26), (31)-(32), and (36)-(39) with
(16), we obtain

Pr
[
τEDM[B2] ∈ Tbad

]
≤ q2ϵ

2n
+

4q2

qc · 2n
,

Pr
[
τEDM[B3] ∈ Tbad

]
≤ q2ϵ

2n
+

4q2ϵ

qc
,

Pr
[
τEDM[B4] ∈ Tbad

]
≤ µ2

2n
+ µ2ϵ+

q2ϵ

2n
+

q2ϵ

2n/2
+

q2
√
ϵ

2n
+

4q2ϵ

qc
+

4q2

qc · 2n
,

Pr
[
τEDM[B5] ∈ Tbad

]
≤ 2µ2ϵ+

q2ϵ

2n
+

q2ϵ

2n/2
+

q2
√
ϵ

2n
+

8q2ϵ

qc
,

Pr
[
τSoP[B2] ∈ Tbad

]
≤ µ2

2n
+ µ2ϵ+

q2ϵ

2n
+ 4µ2ϵ+

3µq3n/2ϵ

2n/2
+

4q2ϵ

qc
,

Pr
[
τSoP[B3] ∈ Tbad

]
≤ 2µ2ϵ+

q2ϵ

2n
+ 4µ2ϵ+

3µq3n/2ϵ

2n/2
+

4q2ϵ

qc
.
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5.3.6 Conclusion. We will discuss the restrictions on the number of faulty
queries for FEDM

B4
, FEDM

B5
, and F SoP

B2
, F SoP

B3
. We have assumed that qc/4 ≥ µ2 for

F SoP
B2

and F SoP
B3

. In order to obtain 3n/4-bit security, we choose qc = 4q
2
3 . Above

terms that include qc get simplified as follows:

4q2ϵ

qc
= q

4
3 ϵ ,

4q2

qc · 2n
=

q
4
3

2n
.

Based on this condition, we have µ ≤ q
1
3 for F SoP

B2
and F SoP

B3
, and there is

no restriction on µ for FEDM
B4

and FEDM
B5

. Using the H-coefficients Technique
(Lemma 3) with

ε1 =
18q

4
3

2n
+

6q
8
3

22n
+

18q
7
3

22n
+

q2

22n
+

8q4

3 · 23n
,

we obtain the results stated in Theorem 2, Theorem 3, and Theorem 4.
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Supplementary Material

A Proof of Proposition 3 and 6

The attacks for these constructions are similar, and we describe it for FEDM
B6

only. The corresponding real world construction is

FEDM
B6

[EK1
, EK2

, HKh
](N,M) = EK2

(EK1
(N ⊕HKh

(M))⊕N ⊕HKh
(M)) .

We will construct a nonce-respecting distinguisher D distinguishing the real
world oracle FEDM

B6
[EK1 ,

EK2 , HKh
] from the ideal world oracle Rand with significant probability. Distin-

guisher D makes 4 · 2n/2 queries, and operates as follows:

(i) Fix arbitrary distinct M,M ′ ∈ {0, 1}∗.
(ii) For i = 1, . . . , 2n/2, put N (i) = ⟨i⟩n/2 ∥ 0n/2 and query (N (i),M) to obtain

T (i), then put N∗(i) = N (i) ⊕ 0n/2−110n/2−11 and query (N∗(i),M) to
obtain T ∗(i).

(iii) For j = 1, . . . , 2n/2, put N (j) = 0n/2 ∥ ⟨j⟩n/2 and query (N (j),M ′) to

obtain T (j). Define (N∗(j),M ′, T ∗(j)) as the tuple that satisfies N∗(j) =
N (j) ⊕ 0n/2−110n/2−11.

(iv) If there are two query indices ī, j̄ such that T (̄i) = T (j̄) and T ∗(̄i) = T ∗(j̄),
then output 1; otherwise, output 0.

The distinguisher’s advantage satisfies

Advprf

FEDM
B6

(D) =
∣∣∣Pr [DFEDM

B6
[EK1

,EK2
,HKh

] = 1
]
− Pr

[
DRand = 1

]∣∣ .
In the real world, there is exactly one (̄i, j̄) such that N (̄i) ⊕N (j̄) = HKh

(M)⊕
HKh

(M ′), leading to T (̄i) = T (j̄). In addition, also N∗(̄i) ⊕N∗(j̄) = HKh
(M) ⊕

HKh
(M ′), and T ∗(̄i) = T ∗(j̄) as well. Thus,

Pr
[
DFEDM

B6
[EK1

,EK2
,HKh

],VerEDM
B6

[EK1
,EK2

,HKh
] = 1

]
= 1 .

For the ideal world, we have

Pr
[
DRand = 1

]
= Pr

[
∪i,j T (i) = T (j) ∧ T ∗(i) = T ∗(j)

]
≤ q2

22n
,

where q = 2n/2.

B Proof of Proposition 4

The attacks for B2 and B3 are similar, and we describe it for B2 only. The
corresponding real world construction is

FEDM
B2

[EK1 , EK2 , HKh
](N,M) = EK2(EK1(N)⊕N ⊕HKh

(M)) .
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We will construct a distinguisherD distinguishing the real world oracle FEDM
B2

[EK1
,

EK2
, HKh

] from the ideal world oracle Rand with significant probability. Distin-
guisher D makes 2n/2 + 2 queries with 2 faulty nonces, and operates as follows:

(i) Fix arbitrary distinct M,M ′ ∈ {0, 1}∗.
(ii) For i = 1, . . . , 2n/2, choose distinct N (i) and query (N (i),M) to obtain

T (i), and find two query indices ī ̸= ī′ such that T (̄i) = T (ī′).
(iii) Query (N (̄i),M ′) and (N (ī′),M ′) to obtain T ∗(̄i) and T ∗(ī′) such that

T ∗(̄i) = T ∗(ī′), then output 1; otherwise, output 0.

The distinguisher’s advantage satisfies

Advprf

FEDM
B2

(D) =
∣∣∣Pr [DFEDM

B2
[EK1

,EK2
,HKh

] = 1
]
− Pr

[
DRand = 1

]∣∣ .
In the real world, if there is one (̄i, ī′) such that the event C : N (̄i) ⊕ N (ī′) =
EK1

(N (̄i)) ⊕ EK1
(N (ī′)) happens, leading to T (̄i) = T (ī′), and T ∗(̄i) = T ∗(ī′) as

well. Thus,

Pr
[
DFEDM

B2
[EK1

,EK2
,HKh

] = 1
]

= Pr [C] + Pr
[
∪i,i′ T (̄i) = T (ī′) ∧ T ∗(̄i) = T ∗(ī′) | ¬C

]
· Pr [¬C]

≥ 1− e−(
q
2)/2

n

+
(
1− e−q2/22n

)(
1−

(
q

2

)
1

2n

)
.

For the ideal world, we have

Pr
[
DRand = 1

]
= Pr

[
∪i,i′ T (i) = T (i′) ∧ T ∗(i) = T ∗(i′)

]
≤ q2

22n
,

where q = 2n/2.

C Proof of Proposition 5

The attacks for B4 and B5 are similar, and we describe it for B4 only. The
corresponding real world construction is

FEDM
B4

[EK1
, EK2

, HKh
](N,M) = EK2

(EK1
(N ⊕HKh

(M))⊕N) .

We will construct a distinguisherD distinguishing the real world oracle FEDM
B4

[EK1 ,
EK2

, HKh
] from the ideal world oracle Rand with significant probability. Distin-

guisher D makes 2 · 2n/2 + 4 queries, and operates as follows:

(i) Fix arbitrary distinct M,M ′ ∈ {0, 1}∗.
(ii) For i = 1, . . . , 2n/2, choose distinct N (i) and query (N (i),M) to obtain

T (i).
(iii) For i = 1, . . . , 2n/2, query (N (i),M ′) to obtain T (2n/2+i).
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(iv) Find two query indices ī, ī′ such that T (̄i)⊕T (ī′)⊕T (2n/2+ī)⊕T (2n/2+ī′) = 0,

then choose∆ ∈ {0, 1}n such thatN (̄i)⊕∆,N (ī′)⊕∆ /∈ {N (1), . . . , N (2n/2)}.
(v) Query (N (̄i) ⊕ ∆,M) and get T ∗(̄i), query (N (ī′) ⊕ ∆,M) and get T ∗(ī′),

query (N (̄i) ⊕ ∆,M ′) and get T ∗(2n/2+ī), and query (N (ī′) ⊕ ∆,M ′) and

get T ∗(2n/2+ī′). If T ∗(̄i) ⊕ T ∗(ī′) ⊕ T ∗(2n/2+ī) ⊕ T ∗(2n/2+ī′) = 0, then output
1; otherwise, output 0.

The distinguisher’s advantage satisfies

Advprf

FEDM
B4

(D) =
∣∣∣Pr [DFEDM

B4
[EK1

,EK2
,HKh

] = 1
]
− Pr

[
DRand = 1

]∣∣ .
In the real world, if there is one (̄i, ī′) such that the event C : N (̄i) ⊕ N (ī′) =
HKh

(M)⊕HKh
(M ′) happens, leading to

Aī,ī′ : T
(̄i) ⊕ T (ī′) ⊕ T (2n/2+ī) ⊕ T (2n/2+ī′) = 0 ,

Bī,ī′ : T
∗(̄i) ⊕ T ∗(ī′) ⊕ T ∗(2n/2+ī) ⊕ T ∗(2n/2+ī′) = 0 .

Thus,

Pr
[
DFEDM

B4
[EK1

,EK2
,HKh

] = 1
]
= Pr [C] + Pr [∪i,i′ Ai,i′ ∧Bi,i′ | ¬C] · Pr [¬C]

≥ 1− e−(
q
2)/2

n

+
(
1− e−q2/22n

)(
1−

(
q

2

)
1

2n

)
.

For the ideal world, we have

Pr
[
DRand = 1

]
= Pr [∪i,j Ai,j ∧Bi,j ] ≤

q2

22n
,

where q = 2n/2.

D Bad Events of FEDM
B2

Here we will describe the sets of bad events of FEDM
B2

. Recalling the conditions
of the bad events are

(i) Gτ contains an alternating circle of length 2 or an alternating path of length
2 such that λ(L) = 0,

(ii) Gτ contains an alternating path of length 4,
(iii) the number of edges in C is greater than qc.

Since we only consider nonce-respecting distinguishers for FEDM
B2

, we have ∀distinct
(i, j) : N (i) ̸= N (j). Then the bad events are

(i) This event is covered by AP2 = AP2c, defined as follows:

AP2c : ∃ distinct (i, j) such that

N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ∧ T (i) = T (j) .
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(ii) There are no alternating paths of length 4 for this case.
(iii) This event is covered by NC = NCb, defined as follows:

NCb : |{(i, j) such that i ̸= j ∧ T (i) = T (j)}| ≥ qc/4 .

E Bad Events of FEDM
B3

Here we will describe the sets of bad events of FEDM
B3

. Recalling the conditions
of the bad events are

(i) Gτ contains an alternating circle of length 2 or an alternating path of length
2 such that λ(L) = 0,

(ii) Gτ contains an alternating path of length 4,
(iii) the number of edges in C is greater than qc.

Since we only consider nonce-respecting distinguishers for FEDM
B3

, we have ∀distinct
(i, j) : N (i) ̸= N (j). Then the bad events are

(i) This event is covered by AP2 = AP2c, defined as follows:

AP2c : ∃distinct (i, j) such that

N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ∧ T (i) ⊕HKh
(M (i)) = T (j) ⊕HKh

(M (j)) .

(ii) There are no alternating paths of length 4 for this case.
(iii) This event is covered by NC = NCb, defined as follows:

NCb : |{(i, j) such that i ̸= j ∧ T (i) ⊕HKh
(M (i)) = T (j) ⊕HKh

(M (j))}| ≥ qc/4 .

F Bad Events of FEDM
B4

Here we will describe the sets of bad events of FEDM
B4

. Recalling the conditions
of the bad events are

(i) Gτ contains an alternating circle of length 2 or an alternating path of length
2 such that λ(L) = 0,

(ii) Gτ contains an alternating path of length 4,
(iii) the number of edges in C is greater than qc.

Then the bad events are

(i) This event is covered by AP2 = AP2a ∨AP2b ∨AP2c, defined as follows:

AP2a : ∃distinct (i, j) such that

N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ∧ T (i) = T (j) ,

AP2b : ∃distinct (i, j) such that

N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ∧ N (i) = N (j) ,

AP2c : ∃distinct (i, j) such thatN (i) = N (j) ∧ T (i) = T (j) .
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(ii) This event is covered by AP4 = AP4a ∨AP4b, defined as follows:

AP4a : ∃ distinct (i, j, k, l) such that

N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ∧ T (j) = T (k)

∧ N (k) ⊕HKh
(M (k)) = N (l) ⊕HKh

(M (l)) ,

AP4b : ∃ distinct (i, j, k, l) such that

T (i) = T (j) ∧ N (j) ⊕HKh
(M (j)) = N (k) ⊕HKh

(M (k)) ∧ T (k) = T (l) .

(iii) This event is covered by NC = NCa ∨NCb, defined as follows:

NCa : |{(i, j) such that i ̸= j ∧N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j))}| ≥ qc/4 ,

NCb : |{(i, j) such that i ̸= j ∧ T (i) = T (j)}| ≥ qc/4 .

G Bad Events of FEDM
B5

Here we will describe the sets of bad events of FEDM
B5

. Recalling the conditions
of the bad events are

(i) Gτ contains an alternating circle of length 2 or an alternating path of length
2 such that λ(L) = 0,

(ii) Gτ contains an alternating path of length 4,
(iii) the number of edges in C is greater than qc.

Then the bad events are

(i) This event is covered by AP2 = AP2a ∨AP2b ∨AP2c, defined as follows:

AP2a : ∃distinct (i, j) such thatN (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j))

∧ T (i) ⊕HKh
(M (i)) = T (j) ⊕HKh

(M (j)) ,

AP2b : ∃distinct (i, j) such that

N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ∧ N (i) = N (j) ,

AP2c : ∃distinct (i, j) such that

N (i) = N (j) ∧ T (i) ⊕HKh
(M (i)) = T (j) ⊕HKh

(M (j)) .

(ii) This event is covered by AP4 = AP4a ∨AP4b, defined as follows:

AP4a : ∃ distinct (i, j, k, l) such thatN (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j))∧
T (j) ⊕HKh

(M (j)) = T (k) ⊕HKh
(M (k)) ∧ N (k) ⊕HKh

(M (k)) = N (l) ⊕HKh
(M (l)) ,

AP4b : ∃distinct (i, j, k, l) such thatT (i) ⊕HKh
(M (i)) = T (j) ⊕HKh

(M (j))∧
N (j) ⊕HKh

(M (j)) = N (k) ⊕HKh
(M (k)) ∧ T (k) ⊕HKh

(M (k)) = T (l) ⊕HKh
(M (l)) .

(iii) This event is covered by NC = NCa ∨NCb, defined as follows:

NCa : |{(i, j) such that i ̸= j ∧N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j))}| ≥ qc/4 ,

NCb : |{(i, j) such that i ̸= j ∧ T (i) ⊕HKh
(M (i)) = T (j) ⊕HKh

(M (j))}| ≥ qc/4 .

35



H Bad Events of F SoP
B2

Here we will describe the sets of bad events of F SoP
B2

. Recalling the conditions of
the bad events are

(i) Gτ contains an alternating circle of length 2 or an alternating path of length
2 such that λ(L) = 0,

(ii) Gτ contains an alternating path of length 4 (such that λ(L) = 0),
(iii) the number of edges in C is greater than qc.

Here, the side condition λ(L) = 0 is needed in order to get enough randomness
to bound the bad event AP4b. Then the bad events are

(i) This event is covered by AP2 = AP2a ∨AP2b ∨AP2c, defined as follows:

AP2a : ∃distinct (i, j) such that

N (i) = N (j) ∧ N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ,

AP2b : ∃distinct (i, j) such thatN (i) = N (j) ∧ T (i) = T (j) ,

AP2c : ∃distinct (i, j) such that

T (i) = T (j) ∧ N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) .

(ii) This event is covered by AP4 = AP4a ∨AP4b, defined as follows:

AP4a : ∃ distinct (i, j, k, l) such that

N (i) = N (j) ∧ N (j) ⊕HKh
(M (j)) = N (k) ⊕HKh

(M (k)) ∧ N (k) = N (l) ,

AP4b : ∃ distinct (i, j, k, l) such that

N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ∧ N (j) = N (k) ∧
N (k) ⊕HKh

(M (k)) = N (l) ⊕HKh
(M (l)) ∧ T (i) ⊕ T (j) ⊕ T (k) ⊕ T (l) = 0 .

(iii) This event is covered by NC = NCa ∨NCb, defined as follows:

NCa : |{(i, j) such that i ̸= j ∧N (i) = N (j)}| ≥ qc/4 ,

NCb : |{(i, j) such that i ̸= j ∧N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j))}| ≥ qc/4 .

I Bad Events of F SoP
B2

Here we will describe the sets of bad events of F SoP
B3

. Recalling the conditions of
the bad events are

(i) Gτ contains an alternating circle of length 2 or an alternating path of length
2 such that λ(L) = 0,

(ii) Gτ contains an alternating path of length 4 (such that λ(L) = 0),
(iii) the number of edges in C is greater than qc.
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Here, the side condition λ(L) = 0 is needed in order to get enough randomness
to bound the bad event AP4b. Then the bad events are

(i) This event is covered by AP2 = AP2a ∨AP2b ∨AP2c, defined as follows:

AP2a : ∃distinct (i, j) such that

N (i) = N (j) ∧ N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ,

AP2b : ∃distinct (i, j) such that

N (i) = N (j) ∧ T (i) ⊕HKh
(M (i)) = T (j) ⊕HKh

(M (j)) ,

AP2c : ∃distinct (i, j) such thatT (i) ⊕HKh
(M (i)) = T (j) ⊕HKh

(M (j))

∧ N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) .

(ii) This event is covered by AP4 = AP4a ∨AP4b, defined as follows:

AP4a : ∃distinct (i, j, k, l) such that

N (i) = N (j) ∧ N (j) ⊕HKh
(M (j)) = N (k) ⊕HKh

(M (k)) ∧ N (k) = N (l) ,

AP4b : ∃distinct (i, j, k, l) such that

N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j)) ∧ N (j) = N (k) ∧
N (k) ⊕HKh

(M (k)) = N (l) ⊕HKh
(M (l))∧

T (i) ⊕HKh
(M (i))⊕ T (j) ⊕HKh

(M (j))⊕ T (k) ⊕HKh
(M (k))⊕ T (l) ⊕HKh

(M (l)) = 0 .

(iii) NC = NCa ∨NCb, defined as follows:

NCa : |{(i, j) such that i ̸= j ∧N (i) = N (j)}| ≥ qc/4 ,

NCb : |{(i, j) such that i ̸= j ∧N (i) ⊕HKh
(M (i)) = N (j) ⊕HKh

(M (j))}| ≥ qc/4 .
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