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Abstract

We revisit Shor’s algorithm for computing discrete logarithms in F, on
a quantum computer and modify it to compute logarithms d in groups (g)
of prime order ¢ in the special case where d << q. As a stepping stone to
performing this modification, we first introduce a modified algorithm for
computing logarithms on the general interval 0 < d < ¢ for comparison.

We demonstrate conservative lower bounds on the success probability
of our algorithms in both the general and the special case. In both cases,
our algorithms initially set the index registers to a uniform superposition
of all states, compared to p — 1 states in Shor’s original algorithm.

In the special case where d < ¢, our algorithm uses 3 [log, d] qubits
for the two index registers and computes two QFTs of size 2/'°8291 and
22Mog241 " compared to 2 |log, q] qubits for the index registers and two
QFTs both of size 2119824 in the general case.

A quantum circuit for computing [a — bd] g is furthermore required,
where 0 < a < 222241 and 0 < b < 2M1°%241 iy the special case, compared
to 0 < a,b < 2H°829) in the general case.

This implies that the complexity of computing discrete logarithms on
a quantum computer can be made to depend not only on the choice of
group, and on its order ¢, but also on the logarithm d.

In the special case where d < ¢, our algorithm does not require g to
be prime. It may hence be generalized to finite abelian groups.

1 Introduction

In a groundbreaking paper [10] from 1994, subsequently extended and revised
in a later publication [I1], Shor introduced polynomial time quantum computer
algorithms for factoring integers over Z and for computing discrete logarithms
in the multiplicative group [} of the finite field F).

Although Shor’s algorithm for computing discrete logarithms was originally
described for Fy, it may be generalized to any finite abelian group, provided the
group operation may be implemented efficiently using quantum circuits. This
generalization was first described by Boneh and Lipton [I]. Shor’s algorithms
may furthermore be generalized by perceiving them as algorithms for solving
special instances of the finite abelian hidden subgroup problem [4].

*KTH Royal Institute of Technology, SE-100 44 Stockholm, Sweden and Swedish NCSA,
Swedish Armed Forces, SE-107 85 Stockholm, Sweden. Use ekera@kth.se to e-mail author.


mailto:ekera@kth.se

Virtually all asymmetric cryptographic schemes that are widely deployed
today rely on the computational intractability of either the integer factoring
problem or the discrete logarithm problem in some abelian group that meets
the above criteria. Consequently the work of Shor has the potential to greatly
impact the field of asymmetric cryptography.

In this paper, we revisit Shor’s algorithm for solving the discrete logarithm
problem. In section below, we introduce the discrete logarithm problem,
discuss the choice of groups and introduce a special case of the discrete logarithm
problem that we study in this paper along with a rationale for why it merits
study. In section [I.2] we proceed to describe our contributions and in section
1.3| we give an overview of the remainder of this paper.

1.1 The discrete logarithm problem

To formally introduce the discrete logarithm problem, let G under ® be a group
generated by g, and let

xr=[dlg=9g0ge---0gdyg.

d times

Given z, a generator g and a description of G and ® the discrete logarithm
problem is to compute d = log, x.

Different groups are used to instantiate cryptographic schemes that rely on
the computational intractability of the discrete logarithm problem. Common
choices include subgroups of F; and elliptic curve groups F (K) on Weierstrass
form, Edwards form, twisted Edwards form or Montgomery form, where K is
some field such as [F), or Fan.

The bracket notation that we have introduced above is commonly used in
the literature to denote repeated application of the group operation regardless
of whether the group is written multiplicatively or additively.

In F; we have [d]g = g% mod p. In the case of elliptic curve groups [d] g
denotes repeated addition of the point g to itself d times.

1.1.1 Groups of prime order g

As was first described by Pohlig and Hellman [7], the discrete logarithm problem
in a finite abelian group may be decomposed into multiple discrete logarithm
problems in subgroups of prime order or prime power order to the parent group,
assuming the factorization of its order is known. The complexities of solving
these problems depend in general on the sizes of the subgroups.

Once the discrete logarithm problems in these subgroups have been solved,
the results may be combined using the Chinese remainder theorem to yield a
solution to the discrete logarithm problem in the parent group.

Consequently, prime order groups are used more or less exclusively when
instantiating cryptographic schemes that rely on the conjectured computational
intractability of the discrete logarithm problem. We therefore primarily consider
prime order groups in this paper.

1.1.2  Subgroups of prime order to [}

To compute discrete logarithms in prime order ¢ subgroups of I, for large prime
p that are not on special form, the best classical algorithm is the general number



field sieve (GNFS). The time complexity of the GNFS when adapted to compute
discrete logarithms is O(exp[(%l)% (Inp)3 (Inlnp)?]) as shown in Schirokauer’s
[9] improvements of Gordon’s [2] original adaptation.

Another option in the classical setting is to use cycle finding algorithms
such as Pollard-p, the time complexity of which is O (\/a)7 or Pollard-), the
time complexity of which is O(v/d). Pollard’s algorithms [§] are generic in the
sense that they solve the discrete logarithm problem in any prime order group.

In instantiations of cryptographic schemes that rely on the computational
intractability of the discrete logarithm problem, the prime p must hence be
selected sufficiently large to resist attacks based on the GNFS, whilst d and ¢
must only be selected sufficiently large for attacks based on the cycle finding
algorithms to have higher time complexity than attacks based on the GNFS.

Hence, it is possible to select ¢ <€ p. Such group are often referred to as
Schnorr groups. In instantiations, it is typically either the case that ¢ < p, or
that ¢ ~ p where often p = 2g + 1 is a so-called safe prime. With respect to
known classical attacks, these options offer a comparable level of security.

Since d < g < p it is possible to always select d ~ q. However, in the case
where ¢ ~ p it is advantageous to select d so that d <€ ¢ ~ p as opposed to
d ~ q ~ p, since d being small speeds up the modular arithmetic. Again, with
respect to classical attacks, these options offer a comparable level of security.
For a more in-depth analysis, see the work [6] of van Oorschot and Wiener.

1.1.3 On our interest in the special case d <« ¢

If Shor’s original algorithm is used to compute discrete logarithms in subgroups
of prime order ¢ to F; on a quantum computer, the complexity of the algorithm
depends on p. This implies that the case ¢ << p is as complex as the case g ~ p,
which is not in analogy with the classical algorithms.

If the algorithm is modified to instead compute discrete logarithms in groups
of prime order ¢, as in section [] its complexity can be made to depend on p
and ¢ so that the case ¢ << p becomes less complex than the case ¢ ~ p.

However, the complexity still does not depend on d. This implies that the
case d <& q ~ p is more complex than the case d ~ ¢ < p, which again is
not in analogy with the classical algorithms. This observation, coupled with
the observation that using small d is advantageous in practical implementations
for performance reasons, served as one of our motivations for modifying Shor’s
algorithm to compute discrete logarithms in the special case where d < gq.

Another motivation was our interest in understanding how the complexity of
computing discrete logarithms in elliptic curve groups relates to the complexity
of computing discrete logarithms in subgroups of F},.

1.1.4 Discrete logarithms on short intervals

In cases where d is not short in the sense that d << ¢, but is known to be
constrained to some short interval d; < d < ds, it must be the case that

r=[dlg=1[d]g©[d-—di]g = 2’ =20 [-di]lg=[d—di]g = [d]g.

To compute d in such cases, it is hence possible to first compute z’, to then
compute the discrete logarithm d’, that is on the interval 0 < d’ < (d2 —d;) and
hence short, from z’ and g, and to finally compute d = d; + d'.



This implies that any algorithm for efficiently computing d when d << g
may be used to also efficiently compute d when d is on a short interval.

1.2 Owur contributions

In this paper, we revisit Shor’s algorithm for computing discrete logarithms in
F; on a quantum computer and modify it to compute logarithms d in groups
of prime order ¢ in the special case where d <& q. As a stepping stone to per-
forming this modification, we first introduce a modified algorithm for computing
logarithms on the general interval 0 < d < ¢ for comparison.

We provide a complete analysis of our algorithms, both in the special case
where d << ¢ and in the general case. In particular, we demonstrate conservative
lower bounds on their success probabilities using simple proof techniques.

Shor’s original algorithm for computing discrete logarithms uses two index
registers that are initialized to a superposition of p — 1 states. This translates
into a superposition of ¢ states in the case where the group order is a prime gq.

Our algorithms instead initialize these registers to a uniform superposition of
all states. This may be advantageous from an implementation perspective since
a uniform superposition of all states may be efficiently induced, for example by
applying the Hadamard transform to the zero state.

In the special case where d < ¢, our algorithm uses 3 [log, d] qubits for the
two index registers and requires the computation of two QFTs of size 210824l
and 22982 4] yespectively, compared to 2 |log, ¢] qubits for the index registers
and two QFTs both of size 211824 in the general case.

A quantum circuit capable of computing [e] g = [a] g ® [—b] x is furthermore
required, where x = [d] g, and where 0 < a < 22 Moga d] and 0 < b < 2MMog2d] iy
the special case, compared to 0 < a,b < 2l1°829) in the general case.

These results imply that the complexity of computing discrete logarithms in
prime order groups on a quantum computer can be made to depend not only
on the choice of group, and on its order ¢, but also on the logarithm d.

In the special case where d << ¢, our algorithm does not require ¢ to be
prime. Hence the algorithm generalizes to finite abelian groups.

1.3 Overview of this paper

In section [2] below we introduce some notation that is used throughout this
paper and in section [3] we provide a brief introduction to quantum computing.

In section [d] we proceed to describe our algorithm for computing discrete
logarithms in groups of prime order ¢ in the general case where 0 < d < ¢, and
in section |[5| we describe our modified algorithm for the special case d << q. We
conclude the paper and summarize the results in section [6]

2 Notation

In this section, we introduce some notation for norms, rounding operations and
modular reduction operations that are used throughout this paper.

e |u] denotes u rounded to the closest integer.

e |u| denotes u rounded to the closest integer less than or equal to w.



[u] denotes u rounded to the closest integer greater than or equal to u.
e y mod n denotes u reduced modulo n and constrained to the interval

0<umodn<n.

{u}, denotes u reduced modulo n and constrained to the interval

—n/2 <{u}, <n/2.

umod 1 = u — |u] denotes the fractional part of w.

|a+ib| = va? + b? where a,b € R denotes the Euclidean norm of a + ib
which is equivalent to the absolute value of a when b is zero.

If @ = (uo, ..., un—1) € R™ is a vector then

_ 2
= uy+ ..U, 4

denotes the Euclidean norm of .

3 Quantum computing

In this section, we provide a brief introduction to quantum computing and
introduce some notation and terminology that is used throughout this paper.
The contents of this section is to some extent a layman’s description of quantum
computing, in that it may leave out or overly simplify important details.

There is much more to be said on the topic of quantum computing. However,
such elaborations are beyond the scope of this paper. For more information, the
reader is instead referred to [3]. The extended paper [11] by Shor also contains
a very good introduction and many references to the literature.

3.1 Quantum systems

In a classical electronic computer, a register that consists of n bits may assume
any one of 2" distinct states j for 0 < j < 2¢. The current state of the register
may be observed at any time by reading the register.

In a quantum computer, information is represented using qubits; not bits. A
register of n qubits may be in a superposition of 2™ distinct states. Each state
is denoted | j) for 0 < j < 2™ and a superposition of states, often referred to as
a quantum system, is written as a sum

o _q 2" —1
W)= ¢lj) where ¢ €C and Y |¢fP=1
i=0 7=0

that we shall refer to as the system function.

Each complex amplitude ¢; may be written on the form ¢; = aje’®, where
a; € R is a non-negative real amplitude and 0 < 6; < 27 is a phase, so the
system function may equivalently be written on the form

2" -1 2" -1
|U) = Z a;ei|j) where Z a?

j=0 j=0

|
=



3.2 Measurements

Similar to reading a register in a classical computer, the qubits in a register may
be observed by measuring the quantum system.

The result of such a measurement is to collapse the quantum system, and
hence the system function, to a distinct state. The probability of the system
function | ¥') collapsing to |j) is | ¢; |* = a3.

3.3 Quantum circuits

It is possible to operate on the qubits that make up a quantum system using
quantum circuits. Such circuits are not entirely dissimilar from the electrical
circuits used to perform operations on bit registers in classical computers.

3.3.1 Quantum operators

For a quantum circuit to be physically permissible it must be reversible and it
must preserve the normalization of the system function.

If the system function | ¥) that describes the state of the quantum system
is perceived as a column vector of 2" complex amplitudes c¢; then the set of
all permissible quantum circuits is described by the set of all unitary 2" x 2™
matrices with elements in C.

Executing the circuit described by U with respect to a quantum system that
is described by the system function | ¥) transforms the quantum system into a
new quantum system that is described by the system function U | ¥). Therefore
the unitary matrix U is said to be a quantum operator.

3.3.2 Constructing quantum circuits

Any two quantum operators may be arbitrarily composed under multiplication
since the product of any two unitary matrices is itself a unitary matrix. It may
furthermore be shown that large quantum operators may be built from smaller
operators by taking matrix tensor products.

A quantum circuit for a large register may hence be constructed by taking
products of and tensoring small quantum operators that act as building blocks.
A set of quantum operators is said to be universal if any circuit, up to some
degree of precision, may be constructed using only operators from the set.

The quantum algorithms in this paper are expressed in purely mathematical
terms. To be executed on a physical quantum computer, these algorithms must
first be compiled into circuits that can be realized physically by the computer.

3.4 Quantum-mechanical entanglement

Two quantum systems are said to be separable if and only if the system function
may be written as a tensor product |¥) = | ¥ ) ® | Uy ) where | ¥y ) involves
only states from a first register and | ¥y ) involves only states from a second
register. Otherwise, the two systems are said to be entangled.

Entangled systems are written on the form |¥) = | ¥, Uy). Separable
systems may be written on the form |¥) = |¥;) @ | P ) = | Ty )| Ta).

If | ;) and | ¥y ) are two entangled systems, the probability distributions
that the systems represent are dependent, so that if | ¥y ) is observed and it



collapses to some distinct state | j) then | U5 ) collapses accordingly to a system
that represents the original probability distribution conditioned on | ¥ ) = | 7).

The ability of quantum systems to be in superpositions of many different
quantum states simultaneously, of quantum circuits to operate on all states in
a quantum system simultaneously, and of quantum systems to be entangled,
seemingly enables quantum computers to perform certain computations much
faster than is theoretically possible with classical computers.

3.5 Probability amplification

Given a quantum system in some known initial state, the purpose of a quantum
circuit is to amplify the amplitudes of a set of desired states, and to suppress
the amplitudes of all other states, so that when the system is observed, the
probability is large that it will collapse to a desired state. This concept is
commonly referred to as probability amplification.

3.5.1 The quantum Fourier transform

In Shor’s algorithms, that are the focus of this paper, the discrete quantum
Fourier transform (QFT) is used to to achieve probability amplification.
The QFT maps each state in an n qubit register to

2m 1
. QFT 1 27 jk /2™
i) == =) & k)
2" 7o
so the QFT maps the system function
2m—1 QFT =
|\I/>:ch|j> —_— \/272 chezﬂmk/2 ‘k>
j=0 j=0 k=0

It is easy to see that the QFT is a unitary operator and hence permissible. It
is furthermore efficient from an implementation perspective, see Shor’s original
paper [II] for more information.

3.5.2 Constructive interference

If the above system is observed, the probability of it collapsing to k is

2

R

Z - 2mijk/2"
—_ c e
n J

j=0

Perceive the terms in the sum as vectors in C. If the vectors are of approximately
the same norm and point in approximately the same direction, then the norm
of their sum is likely to be great giving rise to a large probability. For k such
that this is indeed the case, constructive interference is said to arise.

The claim below summarizes the notion of constructive interference that we
use in this paper. Note that in our case, all vectors in the sum are unit vectors.



Claim 1. Let 0; for 0 < j < N be phase angles such that |0;| < §. Then

2

2
Sen| >
. - 2
7=0
Proof.
2 2 2
N-1 N—1 N-1 N2
05 | — 0; +isinf;)| > 0;| >—
Ze Z(cos i +ising;) | > Zcos il 2
j=0 j=0 j=0

since for j on the interval 0 < j < N we have | 6; | < 7 which implies

1
—2§COSHJ-§1

and so the claim follows. [ |

4 Computing d in the general case

In this section we explain in detail how Shor’s original algorithm for computing
discrete logarithms in F; may be adapted to computing discrete logarithms in
a group G of known prime order g provided that the group operation ®, and in
particular the exponentiations, may be implemented efficiently using quantum
circuits. Shor describes [I1] how this may be accomplished for IF.

Upon input of a generator g of G and an element z = [d] g where 0 < d < ¢
the algorithm computes the discrete logarithm d. The algorithm consists of two
parts; a quantum algorithm and a classical algorithm.

e The quantum algorithm is described in section 4.1

It accepts as input a generator g and an element x = [d] g and produces
as output a pair (j,k) and an element [e] g that is ignored.

In section we identify a subset of pairs that we call good pairs and
analyze the probability of a good pair being returned.

e The classical algorithm is described in section [.2]

It accepts as input the pair (j, k) output by the quantum algorithm and
yields the discrete logarithm d if the pair (4, k) is good and if it fulfills
certain additional criteria that are elaborated on in section

4.1 The quantum algorithm for computing (j, k)
In this section we provide a detailed description of the quantum algorithm that
upon input of g and = = [d] g outputs a pair (j, k).

1. Let ¢ be the largest positive integer such that 2¢ < ¢ and let

2t_12¢—1

) =530 S la)b)]0)

a=0b=0

where the first two registers are of length ¢ qubits.



2. Compute [a] g © [-b]  and store the result in the third register

1 26121

W) =57+ > Y lablag© [<bw)
a=0b=0
21201

:2—1Z~Z Z|a,b,[a—bd]g>.

a=0b=0

3. Compute two QFTS of size 2¢ of the first two registers to obtain

QFT

i bla —bdlg) ——

Z
- 2@—122 12¢-1 ,
Z Z Z Ze27rz(aj+bk)/2 |] k [Cl - bd] >

4. Observe the system in a measurement to obtain (4, k) and [e] g

Note that the size of the two first registers and the size of the QFT is determined
by the order g of the group. The actual choice of group only affects the memory
and time complexity of computing and storing [a] g ©® [-b] =

Note furthermore that we assume in step [2] that the third register is of
sufficient length in qubits to hold the result of the computation, that is the
representation of elements of G. We also assume that the group operation,
and in particular the exponentiation operations, may be implemented efficiently
using quantum circuits and that we have sufficient ancillary qubits as required
to perform the computation.

The above algorithm is different from Shor’s original algorithm in that it is
described in general terms for a group G of prime order ¢, in that £ = |log, ¢|
and in that the algorithm initializes the system to the uniform distribution over
all 2¢ states as opposed to a uniform distribution over g states.

4.1.1 Analysis of the probability distribution

Let e = a — bd mod ¢q. When the system above is observed, the state | 7, k, [e] g )
is obtained with probability

2

Zexp [ (aj + bk)}

where the sum is over all pairs (a,b) that produce this specific e.

1. Since e = a — bd mod ¢q we have a = e + bd mod ¢ so

bd
aj + bk = ((e+bd) mod q)j + bk = ej + bdj — {HJ Jjq + bk
q

since u mod ¢ = u — |u/q| q. Therefore the probability may be written

5 (i[5 )]




2. Extracting the term containing e yields
bd ’
e+ .
e [ ][ |32 5 (040 - |5 )]
—_—
=1
3. Centering b around zero yields
bd ’
22 (w2 -2y - |22 -
q

2
1 il 2 21 _ . €+bd .
W"e (dy+k>‘ . ‘zb:exp [QZ ((b—zf Y (dj + k) — {qJ JQ)] ‘ :

=1

1

940

4. This probability may be written

2
271 _ . e+bd]| ..
{24 <(b2Z Y (dj+ k) - { . J {Jq}2e)] |

since adding or subtracting multiples of 2¢ has no effect; it is equivalent
to shifting the phase angle by a multiple of 2.

We will defer further analysis of the distribution to the proof of lemma [2] in
section [£.1.4) and instead proceed to introduce the notion of a good pair.

4.1.2 The notion of a good pair (j, k)

In this section, we introduce the notion of a good pair. In the following sections,
we will proceed to lower-bound the number of good pairs, to lower-bound the
probability of obtaining a good pair from a single execution of the algorithm,
and to demonstrate that d may be computed from a good pair.

It may not yet be apparent why we choose the below definition of a good
pair but we will see shortly, when we reach the proof of lemma[2]in section
that there is a good rationale for selecting this particular definition.

Definition 1. A pair (j, k) where j is an integer on the interval 0 < j < 2¢ is
said to be good if j is such that

d
[ {jgtae | < 2% and ‘ {jq}ng —fi|<27® forsome f;€Z

and k= f; —dj (mod 2°).

Note that k is a function of j. Hence j is distinct for each good pair.

4.1.3 Lower-bounding the number of good pairs (j, k)
Lemma 1. There are at least 278 + 1 good pairs (j, k).

10



Proof. From definition [1]it follows that a pair (j, k) where j is an integer on the
interval 0 < j < 2 and k = fj — dj mod 2% is good if

, _ , , . d
[{ja}ae | <27% and  |a{jg}a — la{jg}a ]| <27°  where a= R

To lower-bound the number of j that meet this definition, consider the points
pj = (zj,y;) = ({§a}ze, a{jg}tae mod 1)

plotted in a two-dimensional space for 0 < j < 2¢ where
—2f/2<x; <22 and 0<y;<1

and partition the space into rectangles of side length 2¢=% in the z-direction and
273 in the y-direction. If pj, and pj, are any two points

{d2a}er — {irater = {(jo = j1)a}ar  (mod 2°). (1)
Furthermore, if p;, and p;, fall within the same rectangle
[{g2a}o = {inadae | <27 2)

As two numbers that are equal modulo 2¢ and both less than 2¢~! are in fact
equal, equations and imply

| {J2q}or — {j1q}ar | = [{(G2 — jn)g}ar | <2077 (3)
Analogously, if p;, and pj;, are any two points

(afjaq}tee mod 1) — (a{j1q}ee mod 1) =

a ({j2q}2e — {J1q}20) (mod 1). (4)
Furthermore, if p;, and p;, fall within the same rectangle
| (afj2q}2r mod 1) — (a{jig}y mod 1)| <272 ()

In conjunction and imply

| (@{j2q}tor mod 1) — (a{j1g}oe mod 1) | =
| a({j2q}ae — {j1q}or) mod 1| <273

which by reduces to
| a{(j2 — j1)g}ar mod 1] <27%.
Hence, if p;, and p;, are in the same rectangle, with j, > ji, and we let
j =jo—j1 and Kk =(fy —dj’) mod 2 where f; = |a{j'q}s]
then (j', k') is a good pair since 0 < j’ < 2¢ and
[{J'aee | <270 and  |a{j'qher — [a{j'q}ar]| <272

Our goal is now to count the number of points that fulfill these conditions.

11



Let R; denote the number of points that fall into rectangle i. There are then

Ri(R;+1) _R?

pairwise combinations (pj,, pj,) of the R; points in rectangle 7 such that jo > j;.
To lower-bound the number of good pairs (j, k), we therefore lower-bound

271

1
2 2
=0

which is easy using the Cauchy-Schwarz inequality since

2
271 271 271 271

=Y R < D)X R = %2&222%—8
=0 =0 1=0 1=0

as there are (2¢/2¢7%) . (1/273) = 27 rectangles.

We have demonstrated that for two points p;, and p;, that fall within the same
rectangle and that are such that jo > j; the pair (j/, k') is a good. Furthermore,
we have shown that there are more than 22¢~% such pairs as the equality in @
is strict. However, these pairs appear with multiplicity.

More specifically, if j; and jo > ji give rise to the good pair (j',k’) then so
do j1 + v and js 4+ u for any integer u such that 0 < j; +u < jo +u < 2¢ so
each good pair is counted with multiplicity at most 2.

From this observation it follows that there are more than 22¢=8/2¢ = 2¢=8
distinct good pairs, and so the lemma follows. [ ]

4.1.4 Lower-bounding the probability of a good pair (j, k)

To lower-bound the probability of a good pair we first need to lower-bound the
number of pairs (a, b) that yield a certain e.

Definition 2. Let T, denote the number of pairs (a,b) such that
e=a—bd (mod q)
where a,b are integers on the interval 0 < a,b < 2°.

Claim 2.

qg—1
Z T, = 22,

e=0

Proof. Since a,b may independently assume 2¢ values, there are 22¢ distinct

pairs (a, b), from which the above claim follows. [ |
Claim 3.
q-1 4
T? > £y
e=0 q

12



Proof. The claim follows from the Cauchy—Schwarz inequality and claim [2|since
q—1 2 qg—1 q—1 q—1 24(
v (En) < (E0)(E7) - et
e=0 e=0 e=0 e=0 q
| |

We are now ready to demonstrate a lower-bound the probability of obtaining a
good pair using the above definition and claims.

Lemma 2. The probability of obtaining a specific good pair (j,k) from a single
ezecution of the algorithm in section [[1] is at least

kS
2q°
Proof. The probability of observing the pair (4, %) and [e] g is

oo 5 (- # v~ |52 )] |

For a good pair k = f; — dj mod 2¢ 50 the probability then reduces to

o8 (1500 (=)

If an additional constant term is inserted to shift the global phase

o 5 (020557 )] |

1
20

1
T

L d
.| emidiatae §

2

=1

L Zb:exp [22’7 ((b —2 Ty f - r Zde {ia}o + 27 {ia}ar Zﬂ

2

then by the triangle inequality
e+ bd

ahae | 2| = - 207005 = 2 e \ <
e (222 ) o o)

q

Since e = a — bd mod ¢ we have that 0 < e < ¢ which implies

bd_lgrjtdedeH N He+de_bd <1
q q q q q

Furthermore, for a good pair | {jg}¢ | < 2/=* and

‘{jq}wz-fj <98 o \(b—f“) ({jq}zej—fj)‘gw

13



where we have used that 0 < b < 2¢. Combining the above results yields

e+ bd
q

‘ {jCI} 2¢ {
It therefore follows from claim [[]in section B.5.2] that the sum
2
27 e+bd| . i0
zb:GXP {25 (bfj - { q J {JQ}zl’)} zb:e b

since |0y | < 2w/8 = /4 for all T, values of b. Summing over all e, we obtain

_ . d . _ _
J—(b—zf g, — 2 l{yq}zzq‘ < | {igha |+ 20 < 20

2 T2
= 3911

1 1
T =5

§ 22 11
2.2 g 2.24 g
by claim [3] and so the lemma follows. [ ]

We note that the proof of lemma[2] although developed independently, bears
some resemblance to a proof in the generalization by Boneh and Lipton [IJ.

4.2 Computing d from a good pair (j, k)

In this section, we specify a classical algorithm that upon input of a good pair
(4, k), that results from the execution of the quantum algorithm in section
with g and = = [d] ¢ as input, computes and outputs d assuming j # 0.

1. Compute and return

d= Vgg-‘ t~' (mod q) where ¢

_ {ia}ae — jq

ol e Z.

Note that this is exactly the same algorithm as was originally proposed by Shor.

4.2.1 Proof of correctness
In this section we provide a proof of correctness for the above algorithm.
Lemma 3. For any good pair (j,k) such that j # 0 it holds that

d= Vﬂq-‘ t7' (mod q) where t= 7{‘7(1}2[ —J4

S <L

2¢

Proof. For a good pair we have by definition 1| that

d
‘{jCI}ﬂq - fj

_ . d
<27 = {‘7(]}246—fj:(S

where |6 | < 273 is an error term, and furthermore
k=f;—di (mod2')

which yields

d
{jq}% —k—dj+n2 =6
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Multiplying by ¢ yields
{ja}aed — kq — djg + ng2' = oq.

Re-arranging terms and dividing by 2¢ yields

{ia}oe —ja  kq dq
—_—
teZ

Rounding both sides to the nearest integer yields

kq kq dq
dt + L_ﬂ—‘ +ng = {dt—2Z+nqw = {25 =0

and hence

kq
dt + LQZ—‘ =0 (mod q)
from which the result in the lemma follows
kq |,
d= {2@-‘ t~1  (mod q)

provided that ¢ # 0 (mod q). Since j > 0 we have jq > 2¢ and | {jig}o | < 2¢/2
which implies 0 < |¢|. Furthermore

{ig}oe —ja| 1  jg _1  (2°-1)q 1 q
VI A AL ) [P TA T AL U g N S
] 20 SotuSgt T Sg i o <4
~
>1

Hence 0 < |t] < ¢ which implies ¢t # 0 (mod ¢) and so the lemma follows. H

4.3 Main result

Theorem [I] summarizes the main result in this section.

Theorem 1. Assume that the algorithm in section is executed once on a
quantum computer with g and x = [d] g as input, and that it yields some pair
(j, k) as output. If this pair (j,k) is then fed as input to the classical algorithm
mn section@ it will output d with probability at least 2719,

Proof. By lemma [2| the probability of obtaining a specific good pair (j, k) as a
result of a single execution of the quantum algorithm in section is at least
1/(2q). By lemma [1| there are at least 2°=% + 1 good pairs (j, k). By definition
the value of j is distinct for each good pair.

It therefore follows from lemmas [I] and ] and from definition [ that the
probability of obtaining some good pair (j, k) such that j # 0 must be at least
9l=8 . ks > 9-10
29 —

where we have used that 2¢/q > 1/2.
By lemma 3] the classical algorithm in section [£.2] returns d for all good pairs
(4, k) such that j # 0 and so the theorem follows. [ ]
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It should be stressed that we have have not sought the best lower bound
on the success probability in this paper. Rather we have sought a lower bound
that is easy to prove and that is sufficiently good to show that the algorithm
is practical. We expect the actual success probability to be much greater than
what is indicated by the bound.

5 Computing d in the special case where d < ¢

In this section, we describe how the algorithm in section [l may modified to be
more efficient in the special case where d < q.

More specifically, we consider the special case where ¢ > 2%¢ 4 (2¢ — 1)d and
where d is on the interval 0 < d < 2¢ for some integer £. Note that ¢ is now
different from ¢ in section [ As in section [ the algorithm may be said to
consist of a quantum part and a classical part.

e The quantum algorithm is described in section 5.1

It accepts as input a generator g and an element x = [d] g and produces
as output a pair (j,k) and an element [e] g that is ignored.

The algorithm in section [5.1] is similar to the algorithm in section [41]

— The two index registers are however now of length ¢ and 2¢ qubits,
compared to both being of length |log, ¢| qubits in section

— Consequently, when [a] g ® [~b] x is now computed 0 < a < 22¢ and
0<b<2f compared to 0 < a,b < 2llogz 4] i gection

— Furthermore, the two QFTs are now of size 2¢ and 2%, compared to
both being of size 2119824 in section
e The classical algorithm is described in section

It accepts as input the pair (j, k) output by the quantum algorithm and
yields the discrete logarithm d if the pair (j,k) is good and if it fulfills
certain additional criteria that are elaborated on in section

The algorithm in section [5.2]is quite different from the algorithm in section
in that is uses lattice-based techniques to recover d from (j, k).

5.1 The quantum algorithm for computing (j, k)
In this section we provide a detailed description of the quantum algorithm that
upon input of g and x = [d] g outputs a pair (J, k).

1. Let

22¢_12¢—1

v) = V;E S S Ja)(b)0)

a=0 b=0

where the first and second registers are of length ¢ and 2¢ qubits.
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2. Compute [a] g © [-b]  and store the result in the third register

221201

1
| ) = NoET Y Y lablagol-bz)

a=0 b=0

2261201

= \/;w > S labfa — bdg).

a=0 b=0

3. Compute a QFT of size 2%¢ of the first register and a QFT of size 2¢ of
the second register to obtain

1 2261201 QFT
|\Ij>: Z Z|a7b7[a_bd]g> O
V23 a=0 b=0

2261201922612

éﬂ D00 D etk a — bdg).

a=0b=0 j=0 k=0

4. Observe the system in a measurement to obtain (j, k) and [e] g.

Note that the size of the two first registers and the size of the QFT is now
determined by d and not by ¢ as was the case in section

5.1.1 Analysis of the probability distribution

When the system above is observed, the state | j,k,[e] g ), where e = a — bd, is
obtained with probability

2

2m .
33 exp [2% (aj + 2%/{)]
a b

where the sum is over all pairs (a, b) that produce this specific e. Note that the
assumption that g > 22¢ + (2¢ — 1)d implies that no reduction modulo ¢ occurs
when e is computed. In what follows, we re-write the above expression for the
probability on a form that is easier to use in practice.

1
3

1. Since e = a — bd we have a = e + bd so the probability may be written

2
1

2m .
560 | Zexp {2% ((e +bd)j + QZbk)]
b

where the sum is over all b in the set {0 < b<2°|0<a=e+bd < 2?*}.

2. Extracting the term containing e yields

2
2mi 117 2mi
560 | XP {22@63] ‘ . |Zexp {Wb(deerk)] | .
b

=1
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3. Centering b around zero yields

2

1 271 _ _ .
W . ‘ Zexp |:22( (b+ 2Z L 2Z 1) (d] -+ QE]’C):| =
b
1 P i i R
b

=1

4. This probability may be written

) 2
211

1 .
W . ‘ Zexp |:22‘€ (b — 2Z71) {d] —+ 2£k}22£:|
b

since adding or subtracting multiples of 22¢ has no effect; it is equivalent
to shifting the phase angle by a multiple of 27.

5.1.2 The notion of a good pair (j,k)

By claim [1] this sum should be large when |{dj + 2°k}s2¢ | < 272 since this
condition implies that the angle is less than or equal to 7/4.

This observation serves as our motivation for introducing the below notion
of a good pair, and for proceeding in the following sections to lower-bound the
number of good pairs and the probability of obtaining a specific good pair.

Definition 3. A pair (j,k), where j is an integer such that 0 < j < 2%¢ and
k= —| (dj mod 22)/2¢7 mod 2¢ is said to be good if

[ {dj + 2k} gze | <2072

Note that k is a function of j. Hence j is distinct for each good pair.

5.1.3 Lower-bounding the number of good pairs (j, k)

Lemma 4. There are at least 22~ good pairs.

Proof. First note that for a good pair
[{dj + 2k }oe | = [{dj}or | < 277

since k = —[(dj mod 22%)/2] mod 2°.
Let 2% be the greatest power of two that divides d. Since d < 2° it must be that

k < € —1. As j runs through all integers 0 < j < 22¢, the function dj mod 2°
assumes the value of each multiple of 2% exactly 2% times.

Assume that £ = £— 1. Then the only possible values are 0 and 2¢='. Only zero
gives rise to a good pair, so with multiplicity there are 2(+% = 22(~1 integers j
such that (7, k) is a good pair.

Assume that £ < £ — 1. Then only the 2-2¢%~2 4 1 values congruent to values
on [—2¢72,272] are such that | {dj}s | < 272, so with multiplicity 27" there
are 2047 . (2267772 1 1) > 22~ 1 integers j such that (j, k) is a good pair. M
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5.1.4 Lower-bounding the probability of a good pair (j, k)

To lower-bound the probability of a good pair we first need to lower-bound the
number of pairs (a, b) that yield a certain e.

Definition 4. Let T, denote the number of pairs (a,b) such that
e=a—bd

where a,b are integers on the intervals 0 < a < 22 and 0 < b < 2¢.

Claim 4.
le=a—bd| < 2%
Proof. The claim follows from 0 < a < 22 0<b<2fand 0<d< 2% [ ]
Claim 5.
2261
> T, =2%
e=—22¢

Proof. Since a, b may independently assume 2%¢ and 2¢ values respectively, there
are 23 distinct pairs (a,b). From this fact and claim 4] the claim follows. ]

Claim 6.

22t

Z T2 > 941,

e=—22¢

Proof. The claim follows from the Cauchy-Schwarz inequality and claim [f] since

22!71 2 22[71 22271 22271

M= Y .| <[ D 1? oozl o= > 1=t

e= —22¢ e= —22¢ e=—22¢ e= —22¢

We are now ready to demonstrate a lower-bound on the probability of obtaining
a good pair using the above definition and claims.

Lemma 5. The probability of obtaining a specific good pair (j, k) from a single
execution of the algorithm in section is at least 272672,

Proof. For a good pair

21

" (b — 2" {dj + 2%k e | < e |b—21 <

iy
2% 4

for any integer b on the interval 0 < b < 2¢. It therefore follows from claim [1]in
section that the probability

2 T2

= 5o

‘ Zexp {2% (b—2"Y{dj+2 ]{i}Qze]
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for a specific e. Summing this over all e and using claim [f] yields

221
Z TeQ > 9—20-2
9.960 =

_92¢

e=

from which the lemma follows. [ ]

5.2 Computing d from a good pair (j, k)

In this section, we specify a classical algorithm that upon input of a good pair
(4, k), that results from a single execution of the algorithm in section with
g and x = [d] g as input, computes and outputs d.

The algorithm uses lattice-based techniques. To introduce the algorithm, we
first need to define the lattice L(j).

Definition 5. Let L(j) be the integer lattice generated by the row span of

47 1
4-2% 0 |°
The algorithm proceeds as follows to recover d from (j, k) using L(j).

1. Let & = (4{—2%%}42¢, 0) € Z2. For all vectors @ € L(j) such that
|7 — 7] <V2-2°
test if the second component of 4 is d. If so return d.
This test may be performed by checking if x = [d] g.

2. If d is not found in step 1, or when more than 23 vectors have been
explored, the algorithm fails.

5.2.1 Rationale and analysis

For any m € Z the vector @ = (4 ({dj}o2e + m2%%),d) € L(j). The above
algorithm performs an exhaustive search of all vectors in L(j) at distance at
most /2 - 2¢ from ¥ to find # for some m. It then recovers d as the second
component of #. The search will succeed in finding « if

i — 7] = \/4({djlyze +m 220 — {—2k}p20)? + d2
17— 7] = /4({

= A{d) + 2k} e)? + 2 < V22

since d < 2¢ and |{dj + 2%k}s2¢| < 272 by the definition of a good pair, and
since m may be freely selected to obtain equality.

Whether the search is computationally feasible depends on the number of
vectors in L(j) that lie within distance v/2-2¢ of . Lemma@ below relates this
number to the norm of the shortest non-zero vector in the lattice. To introduce
the lemma, we first need some additional details.

Definition 6. Let 7 be the shortest non-zero vector in L(j), and let 55 be the
shortest non-zero vector in L(j) that is linearly independent to 3.
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The vectors §; and S, form a reduced basis for L(j). Such a basis may be
computed using standard lattice basis reduction algorithms such as Lenstra-
Lenstra-Lovéz (LLL) [5].

Definition 7. Let §'2// be the component of 5y parallel to 5 and let 55 be the
component of 8o orthogonal to §7.

Claim 7. The angle « between 81 and Sy is such that % <a< %’T

Proof. From deﬁnition@it follows that|§2//|§|§'1|/2 and |5 | < |82, so
A= , , 1
(5 1= 18] Jcosal <|5|/2< @] /2 = |cosal< )

from which the claim follows, by solving for o on the interval 0 < o < 7. [ ]

Lemma 6. For ¥ € R? the number of lattice vectors @ € L(j) within distance
V228 of U is lower-bounded by

Lol
max | 12, Mﬂ +1].
| 51|

Proof. Any vector in L(j) may be written on the form 4, 81 +i28> where i1, is € Z.
For fixed ip € Z and variable i; € Z the vectors 15, + i25> € L(j) are on a line
! in R2. The number of vectors on [ in any circle with radius V2 - 2¢ is at most

2v/2 - 2¢
L +1.
|51

The orthogonal distance between two consecutive lines on the above form is
| s3 |. The vector ¥ € R? may be written on the form @ = a15; + a5, for some
ai,as € R. For [ to at all intersect the circle of radius V2 - 2¢ around v it must
therefore be that | iy — ag | - |55 | < v/2- 2% and this is the case for at most

2v/2 - 2¢
\Cf +1.
|52|

different i5. Hence, there are at most

() ()
S1 ED)

vectors in L(j) within distance v/2 - 2¢ of 7.

From claim [7] it follows that the angle o between & and S5 is such that
T 2w
3 3

which inserted into equation yields

(PR
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Furthermore, the area of the fundamental parallelogram in L(j) is
[51]- 18y | =|det L(j)| = 4-2% = |5y |=4-2%/|5]

which inserted into equation yields

)

Assume that | 5] | > 2¢. Then, equation implies S < 12. Conversely, assume
that | 5 | < 2. Then, equation @ implies

S = Fﬂ'%J +1

|51]
and so the lemma follows by taking the maximum. [ |

To perform the search in practice, all vectors on the form ;57 + i85 where
i1, € Z that lie within distance of /2 - 2¢ of ¥ are exhaustively searched. The
starting point is easily found by writing v = a151 + a2S> where a1,as € R and
rounding a1, as to the nearest integers.

Basis reduction algorithms such as LLL are practical for lattices of dimension
two so it is practical to compute §; and §5. Therefore the above algorithm is
practical if | 5 | is large in relation to v/2 - 2¢ so that the search space is small.
To demonstrate that the algorithm is practical we lower-bound |81 | by first
introducing the notion of good integers j.

Definition 8. An integer j on the interval 0 < j < 22¢ is said to be bad if there
exists an integer £ on the interval 0 < & < 273 such that | {&j}ee | < 275,
Otherwise, j is said to be good.
Lemma 7. If j is good then the shortest non-zero vector §1 € L(j) has norm

| 51 | > 26=3,
Proof. The shortest non-zero vector §; € L(j) may be written on the form

a=[¢ u[ﬁg% 3]:[4@“2%) e]=[ 4{&}e €]

where A must be used to reduce &5 modulo 2%¢ constrained to the interval
—2%20/2 < {&j}g2e < 2%6/2 s0 that |4 {€j}22¢ | is minimized. Hence

|51 = V(4{&j}220)* + €2

which implies that |51 | > |4{&j}e2¢ | and that | 51| > [€]. Since |{u}o2e | =
| {—u}q2¢ | for all u € Z we only consider positive €. If j is good then | {€j}g2e | >
2¢=5 for all 0 < € < 2¢73 by definition |8 and so the lemma follows. [ ]

This implies that if j is good then the exhaustive search needs explore only
a small number of vectors to recover ¢ and hence d.
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5.2.2 Proof of correctness

Lemma [8] summarizes the above analysis and provides a proof of correctness.

Lemma 8. Assume that the algorithm in section [5.1 is executed once on a
quantum computer with g and x = [d] g as input, and that it yields some good
pair (J,k) as output that is such that the integer j is good. If this pair (j, k) is
fed as input to the classical algorithm in section it will output d.

Proof. Tt follows from the analysis in section [5.2.1] that if the algorithm exhausts
all vectors within distance v/2 - 2¢ of @ it will recover @ and hence d. The search
is practical if there are not too many vectors within distance v/2 - 2¢ of .

By lemma [6] there are at most

max <12, {WJ + 1) < max (12, [2\/5- 23J + 1) — 923

|51

vectors within distance v/2 - 2¢ of ¥ where we have used that by lemma [7| the
norm | sy | > 2¢73 for good j. As per the specification, the algorithm will not
fail before having exhausted all 23 vectors, and so the lemma follows. [ ]

5.2.3 Upper-bounding the number of bad integers j

As a final step, we need to demonstrate an upper bound on the number of bad
7, as this bound is needed to demonstrate a lower bound on the overall success
probability of the algorithm in section [5.3

Claim 8. For a fired £ on the interval 0 < & < 273 there are less than 2°~*
integers j on the interval 0 < j < 22¢ such that | {€j}2e | < 2°75.

Proof. Let 2% be the largest power of two that divides £. Since ¢ < 2673 it must
be that x < £ — 3. As j runs through all integers 0 < j < 2%, the function
£j mod 2% assumes the value of each multiple of 2% exactly 22¢~* times.

Only the 2-2/7%=% — 1 values congruent to values on (—2=% 2¢=5) are such
that | {€7}92¢ | < 2°7° so with multiplicity 2% there are 2. (2-2¢7%75—1) < 2¢~4
integers j such that | {€j}42¢ | < 272 for a fixed €. ]

Lemma 9. There are less than 227 bad integers j.

Proof. By definition [8] there are 2¢=3 — 1 values of ¢ since 0 < ¢ < 2¢73 and by
claim 8] there are less than 2% bad integers j for a fixed £. In total, there are
therefore less than (2673 — 1) - 2¢=* < 22=7 bad integers j. [ ]

5.3 Main result

Theorem [2| summarizes the main result in this section.

Theorem 2. Assume that the algorithm in section is executed once on a
quantum computer with g and x = [d] g as input, and that it yields some pair
(4, k) as output. If this pair (j,k) is fed as input to the classical algorithm in
section it will output d with probability at least 273 - (1 — 27°).
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Proof. By lemma [ there are at least 22~! good pairs (4, k). It follows from
definition [3] of a good pair that j is distinct. By lemma [J] there are less than
226=7 bad j. It follows that there must be at least 22¢~1 —22¢=7 good pairs (j, k)
for which j is good.

By lemma [5] the probability of obtaining a specific good pair from a single
execution of the algorithm in section is at least 272/=2. The probability of
obtaining a good pair (j, k) for which j is good must therefore be at least

272672 . (22[*1 _ 22@77) — 273 . (1 _ 276)'

By lemma [§] the classical algorithm in section [5.2] will upon input of a pair
(j, k) for which j is good output d and so the theorem follows. ]

Again, it should be stressed that we have have not sought the best lower bound
on the success probability in this paper.

5.4 Generalizations and observations

We remark that we have not used that ¢ is a prime in the algorithm. Hence,
the algorithm generalizes to finite abelian groups.

Furthermore, we remark that we have in fact not assumed ¢ to be explicitly
known in the algorithm. We have only assumed that ¢ > 22¢ + (2¢ — 1)d.

5.4.1 On whether ¢ has to be explicitly known

The above observation not withstanding, ¢ may need to be explicitly known for
reasons that are not immediately apparent from the algorithm description.

For instance, to efficiently implement the exponentiations, the inverses [—1] x
and [—1] g may have to be pre-computed classically and [—1] 2 = [¢—1] = for any
finite abelian group of order q. However, there may be other ways to compute
inverses, depending on the group. In the special case of subgroups of order ¢ to
[, for example, knowing p is sufficient since [-1]z = [¢— 1]z =[(p— 1) — 1] z.

6 Summary and conclusion

We have revisited Shor’s algorithm for computing discrete logarithms in F), on a
quantum computer and modified it to compute logarithms d in groups of prime
order ¢ in the special case where d <€ ¢q. More specifically, we have considered
the special case where 0 < d < 2¢ and ¢ > 2% + (2 — 1)d. As a stepping stone
to performing this modification, we first introduced a modified algorithm for
computing logarithms on the general interval 0 < d < ¢ for comparison.

We have demonstrated conservative lower bounds on the success probability
in both the general and special cases using simple proof techniques.

In the special case where d < ¢, our algorithm uses 3 [log, d] qubits for the
two index registers and requires the computation of two QFTs of size 2[1°g2 4]
and 22198241 regpectively, compared to 2 |log, ¢] qubits for the index registers
and two QFTs both of size 211°829) in the general case.

A quantum circuit capable of computing [e] g = [a] g ® [—b] z is furthermore
required, where 2 = [d] g, and where 0 < a < 221198291 and 0 < b < 201082 4]
in the special case, compared to 0 < a,b < 2824} in the general case. In
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both cases, the choice of group operation and element representation affects the
complexity of computing and storing [e] g.

These results imply that the complexity of computing discrete logarithms in
prime order groups on a quantum computer can be made to depend not only
on the choice of group, and on its order g, but also on the logarithm d.

In the special case where d << ¢, our algorithm does not require ¢ to be
prime, so this result generalizes to finite abelian group. Furthermore, as per the
description of the algorithm, ¢ does not need to be explicitly known.

The reduction in size of the first two registers is in itself not very significant
since many additional qubits will typically be required to implement the two
exponentiation operations. However, the fact that the exponents that enter into
these operations are now short, and that the QFTs are of smaller sizes, reduces
the complexity in the special case where d < q.

Remarks

The quantum algorithms in this paper are described in purely mathematical
terms. It is assumed that some quantum registers are first initialized, that a
quantum circuit is then executed and that the system is then finally observed
in a measurement. The extent to which the specialized algorithm for the case
where d << ¢ provides an advantage over the general algorithm depends on how
this mathematical description is translated into a physical implementation.

Note furthermore that in the case of subgroups of prime order ¢ to Fy, for
fixed p and d << p the general algorithm has lower complexity when d ~ g << p
than does the specialized algorithm when d << ¢ ~ p. It is possible that the
specialized algorithm may be further optimized in this respect.
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