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#### Abstract

This paper presents a new and more realistic model for fault attacks and statistical and algebraic techniques to improve fault analysis in general. Our algebraic techniques is an adapted solver for systems of equations based on ElimLin and XSL. We use these techniques to introduce two new fault attacks on the hardware oriented block cipher Katan32 from the Katan family of block ciphers. We are able to break full Katan using 4 faults and $2^{29.04}$ Katan evaluations with a theoretical statistical fault attack and 7.19 faults in $2^{27.2}$ Katan evaluations with a tested algebraic one. This is a great improvement over the existing fault attacks which need 115 and 140 faults respectively. Furthermore, our algebraic attack can be executed on a normal computer.
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## 1 Introduction

Algebraic attacks against symmetric ciphers are more than a decade old. While being promising, they did not deliver exactly what was promised and were mostly dismissed in cryptanalytic literature.

Recently, the so-called "ElimLin" algorithm was used to attack several ciphers, in particular CTC2, LBlock and MIBS. According to [CSSV12] from FSE 2012, only 6 rounds can be broken for CTC2. This attack requires up to 180 h on a standard PC and the authors guessed 210 bits and used 64 chosen cipher texts. Guessing 220 bits and 16 chosen plain text brings the attack down to 3 h . An initial implementation of the ElimLin algorithm was employed on DES in [CB07]. Here, plain ElimLin could break 5 rounds of DES with 3 known plain texts and 23 guessed bits; using a SAT solver, this number can be increased to 6 rounds for an unspecified number of known plain texts (most likely 1) and 20 key bits fixed.

While ElimLin was not as successful, there were recent improvements made in [QW14]. The authors combined it among other things with a variant of eXtended Sparse Linearization (XSL) from [CP02, CKPS00]. The solver presented is able to handle a large number of variables and equations while not consuming as much memory as Gröbner basis algorithms [Fau02b, Fau02a, Alb10], especially when many variables are involved. However, ElimLin is less efficient which can be seen in [YC04b, YC04a, AFI ${ }^{+} 04$, Die04]. Still, ElimLin united with a new variant of XSL, named SL, is fast and can handle many variables and equations.

The afore mentioned algorithms for solving systems of equations detect unsolvable systems quickly as described in [BFP09, FJ03, QW14]. That allows us to handle systems which we know may not be solvable.

More recent attacks on ciphers are fault attacks which were introduced in [BDL97, BS97]. When dealing with hardware devices like smartcards or RFID tags, we are able to acquire the device in question. Then we can perform a fault analysis as first described in [BDL97] and [BS97]. In [BDL97], the authors describe a fault analysis on public key primitives and in [BS97] a fault analysis on symmetric primitives is performed. Afterwards the authors of [HR08a] describe a differential fault analysis for a stream cipher with non-linear feedback shift register for the first time.

We want to apply a fault analysis to the hardware oriented block cipher Katan [CDK09]. It is based on two non-linear feedback shift registers and uses an 80 -bit secret key. These shift registers are updated 254 rounds before an output is produced.

In a fault analysis, we inject an error into the cipher's internal state. With this error we can reduce the effective round number for a symmetric primitive or force the cipher to leak information about the secret key.

The fault model describes how the fault is injected. Previous literature (see for instance [HR08a, HR08b, MBB11, ALRSS12, SH13]) use a fault model which flips exactly one bit in the internal state of a cipher at an unknown random position. This is unrealistic for most cases. Even for Laser Fault Injection (LFI) that can be considered as the most locally precise method, the laser spot might hit neighboring bits as well, especially for the latest technology nodes. Furthermore we do not adjust the laser beam once we have used it. We calculate a characteristic with an algebraic solver for systems of equations over $\mathbb{F}_{2}$ which allows us to exactly determine the lasers effect for the last rounds of Katan, in which we inject faults.

Based on the new fault model and the given characteristic we build a filter for eliminating wrong guessed round key bits. With this we guess more efficiently and get the key faster than an exhaustive search, while using a low number of faults. Theoretically, we can get the full key with 4 faults in $2^{29.04}$ Katan computations.

Instead of guessing key bits we can represent Katan instances as a system of equations and try to solve it. When we have a characteristic we can also represent faulty Katan instances as a system of equations. We represent faulty Katan instances even with faults in lower rounds where we do not have a characteristic. By doing so we do not know if our system of equations is valid. Therefore, we try all possible systems of equations for our adjusted laser beam. The mentioned solvers detect systems of equations that are not valid quickly. So we build a filter for inconsistent systems of equations. We get a practical attack which can be executed with 7.19 faults on average and running time $2^{27.2}$ Katan computations.

### 1.1 Our contributions

We discuss how to obtain a realistic model for fault attacks on hardware oriented symmetric primitives. We state that we cannot use a one-bit standard model in most cases and propose a new model which is based on an electrical engineering point of view.

Secondly, we propose two techniques to attack cryptographic primitives in a fault attack scenario. In the first we build a filter to guess round key bits efficiently. We are able to find the key with 4 faults in $2^{29.04}$ Katan computations. While the first attack is quite theoretical, the second one uses a property from solvers for systems of equations. Namely, to determine whether a system is inconsistent or not. With that we are able to apply a practical attack which is fully tested on a standard computer. We are able to break Katan with 7.19 faults in $2^{27.2}$ Katan computations. This outperforms previous attacks on Katan (see [ALRSS12, SH13]) in a convincing fashion as they need 114 and 140 faults, respectively.

### 1.2 Organization

First we introduce the hardware oriented block cipher family Katan, in particular Katan32. Existing fault attacks on it with the corresponding fault model are described in Section 2. Afterwards we describe the algebraic representation and the solver which we use to launch an algebraic fault attack on Katan in Section 3. This is followed by a description and discussion of a realistic fault model that takes real world scenarios into account in Section 4. In Section 5 we perform a statistical attack that outperforms every previously known attack on Katan32. This attack is purely theoretical. In Section 6 we use a solver for quadratic equations over $\mathbb{F}_{2}$
to settle an algebraic fault attack on Katan32 which is practical. The paper concludes with a summary on these topics in Section 7.

## 2 Preliminaries

In this chapter we give a brief introduction to the Katan family of block ciphers and to Katan32 in particular. Afterwards, we introduce fault attacks on symmetric primitives in section 2.2.

### 2.1 Katan32

In [CDK09], a family of small and hardware oriented block ciphers is presented. Namely, the Katan family of block ciphers. There are three variants of Katan. The main difference is the block length of the ciphers. Katan is available with 32,48 and 64 bit block length. The key length is 80 bits for all of the ciphers. The variants with 48 and 64 bit length are updated twice / three times per round with the same round key. In the sequel we work with Katan32 and refer to it Katan for simplicity.

Katan works with addition and multiplication over $\mathbb{F}_{2}$. We consider the two shift registers $A:=\left(A_{i}, \ldots, A_{i-12}\right)$ and $B:=\left(B_{i}, \ldots, B_{i-18}\right)$. We initialize them with a plain text block $P=\left(p_{0}, \ldots, p_{31}\right)$ to

$$
\begin{aligned}
& A=\left(p_{19}, \ldots, p_{31}\right) \\
& B=\left(p_{0}, \ldots, p_{18}\right) .
\end{aligned}
$$

The two registers will be updated for 254 rounds according to the update function:

$$
\begin{aligned}
& A_{i}=B_{i-18}+B_{i-7}+B_{i-12} \cdot B_{i-10}+B_{i-8} \cdot B_{i-3}+K_{2 r+1} \\
& B_{i}=A_{i-12}+A_{i-7}+A_{i-8} \cdot A_{i-5}+A_{i-3} \cdot f_{i}+K_{2 r}
\end{aligned}
$$

with $r$ being the current round and $f$ and $K$ are linear shift registers over $F_{2}$. The linear shift register $f$ introduces the monomial $A_{i-3}$ if $f_{i}=1$ into the update function. It is an 8 -bit shift register with update function

$$
f_{i}=f_{i-1}+f_{i-3}+f_{i-5}+f_{i-7} .
$$

It is initialized with $(1, \ldots, 1)$ and it is set back to this vector after 254 rounds. The key schedule $K$ is another linear shift register. It is initialized with the key $\left(k_{0}, \ldots, k_{79}\right)$ and updated according to the function

$$
K_{i}=K_{i-79}+K_{i-60}+K_{i-49}+K_{i-12} .
$$

The output of Katan is the cipher text block $Z=\left(z_{0}, \ldots, z_{31}\right)=B \| A$ after 254 rounds.
In figure 1 the circuit of Katan is presented. To decipher a message we initialize the registers $A$ and $B$ with the cipher text $\left(c_{0}, \ldots, c_{31}\right)$ to

$$
\begin{aligned}
A & :=\left(c_{19}, \ldots, c_{31}\right) \\
B & :=\left(c_{0}, \ldots, c_{18}\right)
\end{aligned}
$$

and store all round keys and irregular values from $f$ in lists. Then we update the registers $A$ and $B 254$ times according to the inverse update function

$$
\begin{aligned}
& A_{i-12}=s_{B}+A_{i-7}+A_{i-8} \cdot A_{i-5}+A_{i-3} \cdot f_{r}+K_{2 R} \\
& B_{i-18}=s_{A}+B_{i-7}+B_{i-12} \cdot B_{i-10}+B_{i-8} \cdot B_{i-3}+K_{2 R+1} .
\end{aligned}
$$



Figure 1: Structure of the encryption function of Katan

This time we update the register backwards. This means we save the first bits $s_{A}=A_{i}$ and $s_{B}=B_{i}$ and shift the registers to the left hand side. So we overwrite the first bit in the registers which we have stored before. Afterwards we update the registers according to the inverse update function and store the result as the last entry of the respective register.

In our experiments for the algebraic fault attack we measure time in seconds. For comparison to other fault attacks we calculate the equivalent in Katan computations. For this purpose we use the formula

$$
T_{p}:=\frac{D}{254}\left(\left(2^{g}-1\right) T_{f}+T_{s}\right)
$$

with the throughput $D$ of the cipher, the number $g$ of guessed variables, $T_{f}$ the time we need to falsify a wrong guess and $T_{s}$ to calculate the right solution. We do not calculate the throughput with our implementation, but take the fastest known implementation. According to [CDK], this is $D=1.0714 \times 10^{9}$ bps. One Katan computation takes $D / 254$.

Technically we measure our used time in bits. But Katan computes one bit in one computation so our measurement is justified.

### 2.2 Previous fault attacks on Katan

When dealing with hardware devices like smartcards or RFID tags, we have a chance to attack the device itself. Then, we can do a fault analysis as previously described in [BDL97, BS97]. The authors of [BDL97] focused on public key cryptosystems while the authors of [BS97] focused on symmetric primitives.

In a fault attack, we assume that the adversary can cause an error in the internal state of a cipher during the encryption / decryption process. This error can force internal state bits to one or zero or flip bits depending on the fault model used.

Figure 2 shows the security game for a fault analysis on block ciphers. We assume that we can control time, so we can choose the round in which we inject the fault. The Challenger chooses a key $K$. We pick some plain texts $p t_{i}$ from the plain text space $\mathcal{P}$ and fault rounds $R_{i}^{*}$. The Challenger encrypts the plain text with the key $K$ with and without the injection of the fault and gives us the corresponding output pair $\left(Z_{i}, Z_{i}^{\prime}\right)$. After that, we analyze the difference of the output with an arbitrary algorithm $A$. When we require more data for our analysis,


Figure 2: Security game for a fault analysis of symmetric primitives

| Origin | Method | $\varepsilon$ | $\tau$ |
| :---: | :---: | :---: | :---: |
| [ALRSS12] | Cube | 115 | $2^{59}$ |
| [SH13] | SAT | 140 | - |

Table 1: Previous fault attacks on Katan with the number of faults $\varepsilon$ and the running time $\tau$
we can request a new pair $\left(Z_{i+1}, Z_{i+1}^{\prime}\right)$ which will be encrypted with the same key. When our analysis is finished, and we have a key candidate, we can validate it by running the cipher again.

The fault model used plays a significant role in a fault attack. The existing analysis of Katan block ciphers in [ALRSS12] and [SH13] uses the following model:
\# We can control time. This allows us to choose the fault rounds $R^{*}$.
\# We flip exactly one bit at a random unknown position $e$ in the internal state of a cipher.
\# We can repeat the fault injection with the same key.
In our experiments, we do not use this fault model but the described one in section 4.
The difficulty of fault attacks is to find the position of the fault. Therefore, the authors of [ALRSS12] use cube analysis to get a characteristic for fault rounds $R^{*} \geqslant 237$. A characteristic is a list of the output difference $\Delta=Z_{i}+Z_{i}^{\prime}$ for specified fault rounds and all positions of the faults that allow us to determine the fault position $e$.

While guessing 59 bits and injecting 114 faults, the authors of [ALRSS12] where able to break Katan32. The authors of [SH13] were able to use a SAT-Solver in order to eliminate the guessing step of the attack. Therefore they inject 140 faults to break Katan32. In table 1 we have listed previous fault attacks on Katan32.

The number of faults $\varepsilon$ is important because of the countermeasures in the devices. Such a device will usually not change the secret key very often. In [JT12] and [MSGR10] the authors suggest to run the cipher twice in parallel and compare the output. When a difference in the output occurs too often, the cipher changes the key and prevents fault attacks to succeed. Thus, we require $\varepsilon$ to be small.

## 3 Solving systems of equations over $\mathbb{F}_{2}$

For our algebraic attack, we need an algebraic representation of Katan and an algorithm to solve the resulting system of equations. We want a representation that handles many Katan instances at once with the same key but with different faults injected. Therefore we fix a plain text block $p t$. We initialize the shift register for the key schedule with symbolic values $k_{0}, \ldots, k_{79} \in P:=\mathbb{F}_{2}\left[k_{0}, \ldots, k_{79}, a_{0,0}, \ldots, a_{254, \varepsilon-1}, b_{0,0}, \ldots, b_{254, \varepsilon-1}\right]$ from a Boolean polynomial ring with key and intermediate variables. We define an intermediate variable every time we update one of the registers $A_{t}$ or $B_{t}$ with $t \in\{0, \ldots, \varepsilon-1\}$ the number of the current faulty instance. So we get

$$
\begin{aligned}
a_{i, t} & :=A_{i, t}=B_{i-18, t}+B_{i-7, t}+B_{i-12, t} \cdot B_{i-10, t}+B_{i-8, t} \cdot B_{i-3, t}+K_{2 r+1} \\
b_{i, t} & =B_{i, t}=A_{i-12, t}+A_{i-7, t}+A_{i-8, t} \cdot A_{i-5, t}+A_{i-3, t} \cdot f_{r}+K_{2 r} .
\end{aligned}
$$

We get a sparse quadratic equation system in $P$ with 508 intermediate variables per instance and 80 variables for the key.

To handle those systems we propose a solver based on ElimLin ([CSSV12]) and a variant of XSL ([CP02]). A similar solver has been proposed in [QW14]. The authors build a solver which can handle large sparse systems with $10^{6}$ variables, monomials and equations. Our systems are much smaller, as we have one original instance and $\varepsilon$ faulty ones. Furthermore the systems are the same until the round in which we inject a fault. Hence we do not use all the techniques described in [QW14] and refine their techniques for rather small systems.

ElimLin is an algorithm for solving systems of equations presented in [CB07] and further investigated in [CSSV12] which eliminates linear variables through linear equations. Algorithm 1 shows the detailed ElimLin algorithm. The function elimLin takes a system of equations $F$ and transforms it into a Macaulay matrix by the function macaulay. The Macaulay matrix over $\mathbb{F}_{2}$ is a matrix with equations as rows and the corresponding monomials as columns. The function echelonize echolonizes this matrix. After that the system is divided by split in a linear system of equations $L$ and a quadratic one $Q$. Note that there will be no equations of higher order since we introduce intermediate variables clockwise and the update function of Katan is quadratic. Afterwards we choose a variable $\nu \in \ell$ out of each linear equation $\ell \in L$ and eliminate it in $Q$ by substituting $\ell$. We repeat this until the system of equations $F$ is solved, there is no further linear equation in $F$ or the system is unsolvable.

We want to stress that ElimLin preserves the overall degree of our system $Q$. Moreover ElimLin is able to deal with rather large but sparse systems of equations.

The original ElimLin algorithm chooses variables out of linear equations which appears least often in $Q$. In [QW14] the authors propose to use a monomial ordering for selection of variables. We use this approach since it is convenient in implementation and allows more control of the selection process.

ElimLin cannot conclude $a \cdot b+a=1 \Rightarrow a=1 \wedge b=0$ for some variables $a, b \in \mathbb{F}_{2}$. For Gröbner bases algorithms and XSL this is not a problem. On the other side Gröbner bases and XL destroy the monomial structure and make the system dense in order to solve it. To overcome this weakness the authors of [QW14] propose a new variant of XSL named SL. They multiply every polynomial $p \in Q$ by all variables in the quadratic system $\nu_{i}$. If the authors get a degree greater than 2 or a new monomial which is not already in $Q$, they do not work with the polynomial $\nu_{i} p$. Since we only have quadratic polynomials, we get the following algorithm.

1. For all polynomials $p$ in $Q$, consider the variables $\nu_{0}$ and $\nu_{1}$ in the first monomial of $p$.
2. If $\nu_{0}$ or $\nu_{1}$ are in the rest of the monomials in $p$ continue with the corresponding variable(s).
3. For all linear variables $\nu_{\ell}$ in $p$ test whether the monomial $\nu_{\ell} \nu_{i}$ is in the system.
```
Algorithm 1 ElimLin for arbitrary systems of equations \(F\).
function \(\operatorname{elimLin}(F)\) :
\(L^{\prime} \leftarrow \emptyset\)
flag \(\leftarrow\) true
while flag==true do
    flag \(\leftarrow\) false
    \(M_{F}=\operatorname{macaulay}(F)\)
    \(M_{F}=\operatorname{echelonize}\left(M_{F}\right)\)
    \(L, Q=\operatorname{split}\left(M_{F}\right)\)
    for each \(\ell \in L\) in an arbitrary order do
        if \(\ell\) is trivial then
            if \(\ell\) is unsolvable then
                return \(\emptyset\)
            end if
        else
            flag \(\leftarrow\) true
            Choose variable \(\nu\) in \(\ell\)
            Substitute \(\nu\) in all \(q \in Q\)
            Substitute \(\nu\) in all \(p \in L\)
            \(L^{\prime}\).append \((\ell)\)
        end if
    end for
    \(F \leftarrow L^{\prime} \cup Q\)
end while
return \(F\)
```

4. If $\nu_{\ell} \nu_{i}$ is already in the system, add $\nu_{i} p$ to the system of equations.

This is a strong restriction and does not add many polynomials to the system, but it greatly improves the ElimLin algorithm. The following example shows how SL improves ElimLin.

Example 1. We consider the system of equations $a \cdot b+a=1$ over $F_{2}[a, b] /\left\langle a^{2}+a, b^{2}+b\right\rangle$. Since there is no linear equation, ElimLin does nothing.
$S L$ starts with the variables $a$ and $b$ out of the first monomial $a \cdot b$.
Though there are no more quadratic monomials, we accept $a$ and $b$ in the second step of the description above.
Since $a \cdot a=a$ and $a \cdot b$ is in the set of all monomials, we get the new polynomials $a \cdot b+a+a=$ $0 \Leftrightarrow a \cdot b=0$ and $a \cdot b+a \cdot b+b=0 \Leftrightarrow b=0$.
This directly solves the system of equations with $b=0, a=1$.
Our implementation of this solver is written in $\mathrm{C}++$, Python and the open source computer algebra system SAGE which is described in $\left[S^{+} 14\right]$. For the linear algebra part we used the method of the four russian implementation (M4RI) out of $\left[A A B^{+}\right]$.

In section 6 we use the ability of the ElimLin algorithm 1 to determine whether a system is solvable or not. This ability is given in lines $10-13$ of the algorithm and is observed for many solvers for systems of equations (see for instance [BFP09, FJ03, QW14]).

## 4 A more realistic fault model

In this section we describe a fault attack from an engineering point of view and translate it to a more realistic fault model.

In a physical attack we inject a fault by shooting a laser at the circuit of the internal state of a cipher (LFI). We also measure the power consumption which leads to individual clock cycles of the encryption or decryption of a message. Further we can measure how long it takes until a round is over as described in [Lib]. That allows us to measure the exact time and therefore control the round where we inject the fault.

When we shoot the laser to target the hardware, we would like to hit exactly one bit of the internal state and flip it. But that is not the case, especially for the latest low-power technology nodes Katan is designed for. Here, transistor sizes smaller than the optical limit of LFI might prevent the injection of a single bit flip. It is more likely to influence three neighboring bits at a time. But we might not flip all three of them. It is possible that our laser does not flip any bit. We will use a random bit vector in $\mathbb{F}_{2}^{3}$ to model this behavior.

Once we adjusted the laser, we do not adjust its lateral position again. We simply change the time of the injection, i.e., the round in which we inject the fault. This allows us to know the position of the error vector for the whole attack once we have found it.

Overall we get the following fault model.
\# We can control the fault round $R^{*}$.
\# We induce an error $\vec{e} \in \mathbb{F}_{2}^{3}$ at a random unknown position $e$.
\# For each fault the error vector $\vec{e}$ might change, but the fault position $e$ stays the same for the attack.

For this 3-bit fault model, we need a new characteristic. Therefore we use the solver described in section 3. We model the correct instance and one faulty instance of Katan. We do not set the output of the ciphers, but set the difference $\Delta=Z+Z^{\prime}$ to symbolic values. After that we
reduce the system as far as we can and extract the values $\Delta$. The characteristic for fault rounds $R^{*}=242$ are given in Appendix A. This way we have found a characteristic for $R^{*} \geqslant 241$.

In our attacks we first need to determine the fault position $e$. Even with our characteristic, we might not know the exact position of the fault. Only the error vectors $(1,0,1)$ and $(1,1,1)$ allow us to determine $e$. The other possible vectors do not determine the position uniquely. Therefore we have a probability of $\mathcal{P}(e \mid \varepsilon=1)=\frac{2}{7}$ to find $e$ after a fault $(\varepsilon=1)$. The zero error vector leads to $\Delta=0$ so we ignore it. Since there is no difference, the described countermeasures do not count the fault and neither do we. After $\varepsilon=2$ faults we have $7^{2}$ possibilities for the pairs of error vectors. Only if a pair combined leads to an error vector $(1,0,1)$ or $(1,1,1)$ we can determine the fault position $e$. If one of the error vectors is $\vec{e}=(1,1,1) \vee(1,0,1)$ we directly have the fault position. There are 14 possibilities to get one of them at first fault and $5+5=10$ possibilities at the second fault. When we get the fault vectors $(1,0,0)$ and $(0,0,1)$ we have a success because combined they lead to $(1,0,1)$. Altogether we have a probability of $\mathcal{P}(e \mid \varepsilon=2)=\frac{32}{49}>\frac{1}{2}$ to find the position after two faults. Since this probability is greater as $1 / 2$, we assume in the following that we need 2 faults on average to get the exact fault position since by an iteration we can get a probability as close to 1 as we like.

## 5 Statistical fault analysis of Katan32

In this section we present our first fault attack on Katan. It builds up a filter to eliminate wrong key candidates while guessing.

Consider the deciphering process of Katan. It uses 2 round key variables per round. These round keys arise from a linear feedback shift register of length 80 . When we have 80 consecutive round keys we can compute the register backwards and get the key this way. Our filter does the analysis part in security game in figure 2 . We get the outputs $Z_{i}$ and $Z_{i}^{\prime}$ and guess $2 R_{\Delta}$ round keys $X=\left(x_{0}, \ldots, x_{2 R_{\Delta}-1}\right)$ with the round delta $R_{\Delta}=254-R^{*}$ and calculate them back to the fault round $R^{*}$ using the decipher function $\operatorname{dec}_{X}\left(R_{\Delta}, Z\right)$. The decipher function gives us the internal states $S_{X}$ and $S_{X}^{\prime}$ at the fault round. Afterwards we test if $S_{\Delta}=S_{X}+S_{X}^{\prime}$ is a valid error vector.

We note that this can be done even without knowledge of the exact fault position $e$. If we do not use the fault position $e$ and assume that we have a uniform distribution of $S_{\Delta}$, we have 32 possibilities to find an error of Hamming Weight (HW) 1, $31+30$ possible error vectors of HW 2 and 30 possible error vectors of HW 3 . All in all we have $32+31+30+30=123$ error vectors that our filter will accept. There are $2^{32}$ possible values of $S_{\Delta}$. That leads to a so-called theoretical filter quality $\sigma$, which is defined as $\sigma:=\mathcal{P}$ (accept wrong). In our case, we assume a uniform distribution, so we get $\sigma=\frac{123}{2^{32}}<\frac{2^{7}}{2^{32}}=2^{-25}$. So if we test $2^{80}$ round keys our filter accepts $2^{55}$ round keys. So we reduce the round key space by $2^{25}$. When we do not guess 80 key bits we can construct an attack on Katan.

1. Inject a fault in round $R_{0}^{*}$ with the round delta $R_{\Delta}^{0}=254-R_{0}^{*}$
2. Guess $2 R_{\Delta}^{0}$ round keys and test them with the described filter
3. Choose a new fault round and guess the corresponding round keys.
4. Apply the filter for the new round keys and the accepted ones.
5. Repeat until 80 consecutive round key bits are known.
6. Calculate the key with the linear shift register.


Figure 3: Filter quality depending on $R_{\Delta}$; round delta $R_{\Delta}$ against probability $\mathcal{P}$ that a random key is accepted

With our characteristic we can further improve the filter. The exact error is not as important as the error position, since we only have a characteristic for $R^{*} \geqslant 241$. Therefore we can only guess 26 round key bits. After that we can guess a small number of round key bits and get the whole key. Also using the position the theoretical filter quality is $\sigma=\frac{2^{3}-1}{2^{32}}<2^{-29}$.

In figure 3, the filter quality is shown without the exact position. We performed 1001 or 10001 experiments on random round keys for different round deltas $R_{\Delta}$. We only run 10001 experiments when $\mathcal{P}(X$ accepted $) \leqslant 2 / 1001$.

With a low round delta, $R_{\Delta}<17$, the measurement is inaccurate with a high chance of a key acceptance. So we do not have a uniform distribution for the entries of the internal state of Katan. We can see this in the characteristic in appendix A as well. The error just repositions before we have a diffusion due to the quadratic terms.

If we know the fault position figure 3 is a line at zero. We get $\sigma=2^{-14}$ for $R_{\Delta}=14$. We do not test the theoretical quality because it would require $2^{32}$ experiments.

Our attack proceeds as follows. We get the position of the fault by injecting two faults in round $R^{*}=242$ as described in section 4 . Therefore we guess 24 round key bits. As we have $R_{\Delta}=12$, our filter quality is at least $\sigma \leqslant 2^{-14}$. Thus we have $2^{10}$ possible states at round $R=242$. Now we inject another fault with round delta $R_{\Delta}=12$ while guessing another 24 round key bits. Our filter now eliminates $2^{14}$ keys and we get $2^{20}$ possible states for round $R=230$. For these $2^{20}$ states we repeat the procedure for another 4 faults and obtain 80 consecutive round key bits. We can now compute the key.

Overall we need 7 faults for the attack and $2^{24}+2^{24} \cdot\left(2^{10}+2^{20}+2^{30}+2^{40}+2^{50}\right) \approx 2^{74}$ Katan computations.

We want to stress that we have not taken advantage of the theoretical quality, which we did not prove, as it would take $2^{32}$ for each $R_{\Delta}$. When we do so, we get the correct round key bits at every step in the attack. We find the position with 2 faults on average and get 24 round key bits. After that we set $R_{\Delta}=14$ and guess 28 round key bits per fault. Since our theoretical filter quality is $2^{-29}$ we can eliminate all wrong keys. Thus we just need $2^{24}+2 \cdot 2^{28}=2^{29.04}$ steps and $\varepsilon=4$ faults to get the full key.

## 6 Algebraic fault analysis of Katan32

In this section we introduce an algebraic fault attack. We use the solver introduced in section 3 to find errors in the system of equations fast.

For the fault attack we model Katan as described in section 3. Since we know the fault round $R^{*}$, we can model the faulty instance the same way, if we have a characteristic. It gives us the error which we can add to the correct position in the internal state.

With faults in rounds $R^{*}>241$, we cannot calculate a single key bit since we do not have enough information. In our experiments we needed at least a fault in round $R^{*}=204$ to solve the system, but our solver can determine if we made a mistake while initializing the system of equations. Thus we are able to try all vectors with the given fault position $e$. We have $2^{3}-1=7$ possible error vectors if we do not count the zero vector. Let $\mathcal{P}\left(\overrightarrow{e_{w}}\right.$ accepted $)$ be the probability that a wrong error vector is accepted. Table 2 shows this probability for chosen fault rounds $R^{*}$. We generate the system for all previous faults with the exact error and test then a random vector $\vec{e}$. We did 1001 experiments in each case.

| $R_{w}^{*}$ | 230 | 222 | 214 | 206 | 198 | 190 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{P}\left(e_{w}\right.$ accepted $)$ | 0,01 | 0,01 | 0,01 | 0,03 | 0,01 | 0,02 |

Table 2: Probability that we accept a random error vector $\vec{e}$ in a given round, based on 1001 trials each.

Table 2 shows that our solver is able to detect errors. We just have small systems around 800 variables, 700 equations and 3000 monomials so an error is found quickly when we insert $\varepsilon=5$ faults.

Further we only used $R_{\Delta}=8$. Consider the update function of Katan

$$
\begin{aligned}
& A_{i}=B_{i-18}+B_{i-7}+B_{i-12} \cdot B_{i-10}+B_{i-8} \cdot B_{i-3}+K_{2 R+1} \\
& B_{i}=A_{i-12}+A_{i-7}+A_{i-8} \cdot A_{i-5}+A_{i-3} \cdot f_{r}+K_{2 R} .
\end{aligned}
$$

We wish to inject as few faults as possible. When we choose $R_{\Delta} \geqslant 12$, we skip the update of register $B$. This leads to more independent systems in which we do not find errors. This phenomenon begins for $R_{\Delta}>8$. Furthermore, at $R_{\Delta}=8$, we skip two of the three quadratic monomials in the update function.

After the position is found, we can skip $R_{\Delta}=16$ rounds for the first fault without loss in accuracy. For the first fault we take round $R_{0}^{*}=246$ because we have a characteristic and round delta $R_{\Delta}=8$.

Our attack is illustrated in figure 4 . We inject two faults in round $R_{0}^{*}=246$ to determine the fault position. Afterwards, we skip $R_{\Delta}=16$ rounds and test all 7 possible error vectors. If we take a wrong vector, we will test all 7 wrong vectors at round $R^{*}=222$ and go back recursively. The chance that we accept a wrong error vector twice in a row is overwhelmingly low ( $<1 / 10001$ ) throughout our experiments. If we choose a correct error vector we choose $R_{\Delta}=8$ and inject a fault in a new round. When we do not have a solution for $R^{*} \geqslant 190$, we inject a fault in round 250 and proceed with the attack. In round 250 we have a characteristic so we can detect all previous errors instantly. In our experiments this second loop is only necessary in few cases.

As previously pointed out, we find a incorrect error vector directly or by testing all 7 error vectors for the new fault. The next lemma gives us a prediction of how many solver iterations on average we need to get to a solution.


Figure 4: Structure of our algebraic fault attack on Katan; a wrong error vector is marked $f$ and a correct one as $t$

Lemma 1. On average we need

$$
2+d+42 \cdot \sum_{i=1}^{d} \mathcal{P}_{i}\left(\overrightarrow{e_{w}} \text { accepted }\right)
$$

solver iterations for a successful attack on Katan with d faults.
In particular, we need 11.78 solver iterations if we only inject faults until fault round $R^{*}=$ 190.

Proof. The tree structure of our problem is shown in figure 4. Let $d$ be the depth of the tree for a successful attack.

We need two faults to determine the fault position. We have a probability of $\mathcal{P}_{i}\left(\overrightarrow{e_{w}}\right.$ accepted $)$ that we choose a wrong leaf of the tree. Overall there are 6 wrong and one correct leaf. To have a successful attack we need to traverse the tree down for $d$ leaves.

If we accept a wrong leaf for the $i$-th fault, we recognize that with overwhelming probability $(<1 / 10001)$ after 7 solver iterations. All together we have

$$
2+d+6 \cdot \sum_{i=1}^{d} 7 \cdot \mathcal{P}_{d}\left(\overrightarrow{e_{w}} \text { accepted }\right)
$$

solver iterations for a successful attack.
With the values from table 2 the given number of solver iterations follows directly.
The "jump" to $R^{*}=250$ is handled as another fault with $\mathcal{P}\left(\overrightarrow{e_{w}}\right.$ accepted $)=0$. After that we choose the round delta $R_{\Delta}=8$ again. The values for the probability $\mathcal{P}\left(\overrightarrow{e_{w}}\right.$ accepted $)$ for faults after this "jump" are similar to those shown in table 2.

For our attack, we performed 1001 experiments and the results are shown in table 3. We decided to compare the results with our statistical fault analysis.

We needed 7.19 faults on average. The variance of our attack was 1.87 faults and it took $2^{27.2}$ Katan computations to perform our attack. The time consumption was calculated as prior

| Attack | $\varepsilon$ | $\tau$ |
| :---: | :---: | :---: |
| Statistical | 7 | $2^{74}$ |
| Statistical + theoretic quality | $\mathbf{4}$ | $2^{29.04}$ |
| Algebraic | $7,19 \pm 1,87$ | $\mathbf{2}^{\mathbf{2 7 , 2}}$ |
| Algebraic + Guess | $4,52 \pm 0,6$ | $2^{64,8}$ |

Table 3: Results for the algebraic fault attack on Katan; $\varepsilon$ is the total number of faults and $\tau$ is the time complexity needed.
stated in section 3. The average fault number of $\varepsilon=7.19$ and variance of 1.87 faults show that we do not need the fault round 250 very often. Overall, we did the "jump" 65 times which is below $1 \%$ of the experiments done. If we choose a round delta $R_{\Delta}=10$, the systems become less dense. We needed overall less faults $\varepsilon=7.05$ but the variance increased to 2.62 faults. Again, we performed this experiment 1001 times. So we did the "jump" more often.

If we wish to use less faults, we can guess some key variables. In our experiments we found 38 suited variables for this purpose. We can lower the number of needed faults to $\varepsilon=4.52$ with a variance of 0.6 if we know these variables. As we used our solver to detect the wrong error vectors, we cannot detect a wrong key guess that easily. On average, we need 28.1 seconds to identify a wrong guess and compute the solution in 6 seconds for a right guess of these key variables. This leads to $2^{64.8}$ Katan computations for this attack. We note, that this attack is theoretical and is no longer practical.

## 7 Conclusions

In this paper, we successfully attacked the Katan32 block cipher. We improved existing results in convincing fashion using new techniques and a mixture of classical fault attacks and algebraic attacks to do so. In a nutshell, we used the ability of algebraic solvers to detect inconsistent systems quickly. It is not a specialized solver but the usage as a filter that makes the attack successful. The results are summed up in table 4.

We also introduced a new fault model which arises from an electrical engineering point of view. It states that we cannot flip exactly one bit in the state of a cipher but must consider neighboring bits. Also we take into account laser positioning in real life circumstances.

| Origin | Method | $\varepsilon$ | $\tau$ | Practical? |
| :---: | :---: | :---: | :---: | :---: |
| [ALRSS12] | Cube | 115 | $2^{59}$ | No |
| [SH13] | SAT | 140 | - | Yes |
| this paper | Statistical | 7 | $2^{74}$ | No |
| this paper | Statistical + theoretic quality | $\mathbf{4}$ | $2^{29.04}$ | Yes |
| this paper | Algebraic | $7.19 \pm 1.87$ | $\mathbf{2}^{\mathbf{2 7 . 2}}$ | Yes |
| this paper | Algebraic + Guess | $4.52 \pm 0.6$ | $2^{64.8}$ | No |

Table 4: Results of fault attacks on Katan; $\varepsilon$ is the total number of faults.

We are confident that the attack can be extended to the whole Katan family and further to any symmetric primitive since we just use the specifics of Katan32 / the Katan family to adjust the attack.

We consider using our technique to improve fault attacks and algebraic fault attacks in particular as an interesting line of future research.
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## A Characteristic of Katan

The tables in this section give the characteristic we have calculated with the model from section 3. To calculate the characteristic, we have used the solver in section 3 with variables for the difference of the output which we do not set to actual values. Then we reduced the equation system as far as possible and extract the characteristic. We show the characteristic for the fault round $R^{*}=242$.

In a characteristic a row is the output delta $\Delta=\left(z_{0}+z_{0}^{\prime}, \ldots, z_{31}+z_{31}^{\prime}\right)$ against the fault position $e$ of the fault. - means a value which is not fixed or which depends on the output of the cipher.

| $00000000000000001000-1010100000 ⿴ 囗 十$ |
| :---: |
| N0000000000000001000－11010，00000－10 |
| $\stackrel{\infty}{\sim} 000000000000001000-11010100000-100$ |
| N00000000000001000－10101000001000 |
| N00000，1，1000，000－10，0100000－10000 |
| $\stackrel{1}{\mathrm{~N}} 000010110001000-1010100000-100000$ |
|  |
| N00，10，1000，000－1．10，100000－0000000 |
|  |
|  |
|  |
|  |
| ${ }_{1}^{\infty} 0000000000000000000-1000000000000$ |
| $\approx 000000000000000000-10000000000000$ |
| 000000000000000000100000000000000 |
|  |
| $\$ 1000000000000000-10000000000000000$ |
| $100000000000000-100000000000000000$ |
| N0000000000000 1000000000000000000 |
| $\exists 0000010 ⿴ 囗 十 000-10000000000000000000$ |
| $0000010-1000-100000000000000000000$ |
| 000010 H 10001000000000000000000000 |
| $\infty 0010+1000+00000000000000000000$ |
| N0，10－1000－100000000000000000000000 |
| $010 \pi 1000 \pi 000000000000000000000000$ |
| $100-1000+0000000001000110101000001$ |
|  |
|  |
|  |
| Hoorno ，1，10， 1 |
|  |


|  | + + 0 |
| :---: | :---: |
| $00000000000000001100711 \cdot 1 \cdot 100007$ | $\sigma$ |
| N00000000000000，100H1，＇1，10000rr | \％ |
|  | ${ }^{2}$ |
|  | \％ |
|  |  |
|  | 4 |
|  | g |
|  | I |
|  | \％ |
|  | $\bigcirc$ |
|  | \％ |
| 可＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇ | $\stackrel{0}{\square}$ |
| $\xrightarrow{\infty} 000000000000000000+700000000000$ | ชี่ |
| $\wedge 00000000000000000$ HT000000000000 | － |
| $10000000000000000+10000000000000$ | 4 <br>  <br> $\sim$ |
|  | $\sim$ |
| \＃00000000000000－12000000000000000 | $\stackrel{*}{\sim}$ |
| 10000000000000170000000000000000 | J |
| I000000000000H100000000000000000 | $\pm$ |
| $700001 \cdot+1 / 00+1000000000000000000$ | \％ |
| $000011+1.100710000000000000000000$ | む |
| 00011H1 100HT00000000000000000000 | － |
| $\infty$ ，1，＋1，100ヶH000000000000000000000 | O |
|  | $\stackrel{0}{0}$ |
| $0 \cdot 1.11007+00000000000000000000000$ | $\stackrel{0}{0}$ |
| nr1，＇00れr00000000，100，＇，＇，＇，10000 | $\sigma$ |
|  | 0 |
| n，${ }^{\text {a }}$ | 0 |
| N00－700000000＇＇＇＇＇＇＇＇＇＇＇＇＇＇0，＇ت | － |
| カOヤ＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇＇，＋＇－ | \％ |
|  | Э |
|  | $\ddot{0}$ 0 0 0 0 |




