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Abstract. At EUROCRYPT 2012 Pandey and Rouselakis introduced
the notion of property preserving symmetric encryption which enables
checking for a property on plaintexts by running a public test on the
corresponding ciphertexts. Their primary contributions are: (i) a sepa-
ration between ‘find-then-guess’ and ‘left-or-right’ security notions; (ii)
a concrete construction for left-or-right secure orthogonality testing in
composite order bilinear groups.
This work undertakes a comprehensive (crypt)analysis of property pre-
serving symmetric encryption on both these fronts. We observe that the
quadratic residue based property used in their separation result is a spe-
cial case of testing equality of one-bit messages, suggest a very simple
and efficient deterministic encryption scheme for testing equality and
show that the two security notions, find-then-guess and left-or-right, are
tightly equivalent in this setting. On the other hand, the separation re-
sult easily generalizes for the equality property. So contextualized, we
posit that the question of separation between security notions is prop-
erty specific and subtler than what the authors envisaged; mandating
further critical investigation. Next, we show that given a find-then-guess
secure orthogonality preserving encryption of vectors of length 2n, there
exists left-or-right secure orthogonality preserving encryption of vectors
of length n, giving further evidence that find-then-guess is indeed a mean-
ingful notion of security for property preserving encryption. Finally, we
cryptanalyze the scheme for testing orthogonality. A simple distinguish-
ing attack establishes that it is not even the weakest selective find-then-
guess secure. Our main attack extracts out the subgroup elements used
to mask the message vector and indicates greater vulnerabilities in the
construction beyond indistinguishability. Overall, our work underlines
the importance of cryptanalysis in provable security.
Keywords: bilinear pairings, property preserving encryption,
predicate private encryption, symmetric key

1 Introduction

The question of constructing practical cryptographic schemes for securing data in
the cloud has attracted a lot of research during the last decade. Notions like order



preserving encryption [8, 10], attribute-based encryption [25, 23, 20], functional
encryption [16, 1, 15, 14, 6, 24] and format preserving encryption [7] are useful
for this purpose. The notions of IBE [12, 19, 11] and public key encryption with
keyword search [17, 32, 13, 33] deal with testing of equality. Homomorphic en-
cryption too [21, 34, 22] plays an important role in cloud security. These schemes
aim to achieve data privacy, user privacy, secure computation on encrypted data,
etc., on the cloud.

At EUROCRYPT 2012 Pandey and Rouselakis [28] defined the notion of
property preserving symmetric encryption (PPEnc) which can be used for data
clustering [26]. This notion, the authors claim, is most useful in the symmetric
key setting. A PPEnc scheme is a collection of four algorithms, namely, Setup,
Encrypt, Decrypt and Test where Test is used to check whether the underly-
ing messages satisfy a particular property or not. The authors claim that it is
sufficient to consider a simpler notion called property preserving tag (PPTag),
obtained by dropping the decryption algorithm. The standard approach is to use
a semantic secure symmetric key encryption scheme to encrypt the “payload”
message while the encryption algorithm of PPTag is used to create a “tag” that is
used as one of the inputs to Test to publicly check whether the message satisfies
the property or not. In fact a similar approach was taken in [27, 31]. Following
the Bellare et al. approach for standard encryption [4, 5], they define several se-
curity notions for property preserving encryption such as find-then-guess (FtG)
and left-or-right (LoR) security. However, unlike Bellare et al. [4] who showed
FtG implies LoR in the ordinary symmetric key setting, [28] claims that there is a
separation between FtG and LoR notions and a hierarchy among the FtG classes
that does not collapse. While the notion of property preserving encryption and
its security are defined in the abstract setting of a general k-ary property, the
separation results are conditioned on the assumed existence of a PPEnc for a
concrete binary property based on quadratic residuosity, called Pqr. Finally, the
paper proposes a scheme for achieving orthogonality, which is claimed to be LoR
secure in the generic bilinear group model.

Property preserving encryption has a direct connection with predicate pri-
vate encryption [31]. In such a scheme, given a token one can check whether a
ciphertext satisfies a certain predicate or not. A PPTag scheme may be easily con-
structed from a predicate private encryption scheme by concatenating ciphertext
and token for a given message. If one starts from a full secure predicate-private
scheme, one obtains an LoR secure PPTag scheme [28, 1]. In [28], the authors also
claim that property preserving encryption is a generalization of order preserving
encryption of Boldyreva et al. [8, 10, 9].

Our Motivation. Property preserving symmetric encryption is an interesting
new concept, with a potential practical application for outsourcing computa-
tion and it is related to several other primitives like order preserving encryption
and predicate encryption. Hence it is imperative that this notion be critically
evaluated from the definitional perspective. Because of the separation, design-
ers working on the problem of constructing property preserving encryption for
various concrete properties may tend to disregard the FtG notion and only aim
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at the strongest LoR notion, which is likely to take considerably more resources,
see, for example, [1]. Thus it is natural to ask whether the separation indicates
any real gap between the two notions and generalizes to any concrete property
of interest or is it an artifact related to the peculiarities of the property con-
sidered in [28]. The importance of cryptanalyzing the proposed provably secure
construction requires no further emphasis.

Our Contributions. In Sect. 3, we revisit the separation results of [28]. As no
concrete construction of FtG-secure scheme for Pqr was suggested to validate the
separation results, we first attempt to build such a scheme. The first observation
is that the quadratic residuosity property used in the separation results of [28],
can be generalized to a property preserving test of equality. Hence we focus on
equality property and show that one-time pad is sufficient to achieve FtG security
for equality preserving encryption of one-bit messages. Furthermore, the two
notions of FtG and LoR security in fact collapse in such a deterministic setting.
This result is further generalized for equality testing of n-bit messages where
we show a pseudo-random permutation is sufficient to achieve the strongest LoR
security. Thus, on one hand we can easily generalize the separation results of
[28] for the equality property, on the other we show that in concrete terms the
two notions of FtG and LoR effectively collapse for this property. This points to
the inherent ambiguity with respect to the actual implication of the separation
results for concrete properties of interest. Thus contextualized, we note that
the question of whether the separation results of [28] actually indicate any real
world difference between the two notions of FtG and LoR security for property
preserving encryption still remains open.

In Sect. 4, we look at the relation of FtG and LoR in the context of orthog-
onality property. We show that given an FtG secure orthogonality preserving
encryption of vectors of length 2n, there exists LoR secure orthogonality pre-
serving encryption of vectors of length n. This result gives further credence to
our already established evidence that FtG is indeed a meaningful notion of se-
curity for property preserving encryption. We also show that in the property
preserving scenario orthogonality implies equality.

In Sect. 5, we cryptanalyze the scheme for testing orthogonality from [28]. We
show that the PPEnc scheme given in [28, Sect. 5] is not even weakest selective
find-then-guess secure, which falsifies the claim [28, Theorem 5.1] that it is LoR
secure. Going beyond indistinguishability, we show that if an adversary is allowed
just one query and then given a ciphertext for some unknown message vector
x = (x1, . . . , xn), s/he can extract significant non-trivial information about x
including whether x is orthogonal to any message of adversary’s choice. Thus
the attack defeats the very purpose of having property preserving encryption in
the symmetric key setting and may be of independent interest in understanding
the security of cryptographic schemes in the composite order pairing setting.

We draw our conclusion in Sect. 6. Some of the detailed proofs are provided
in the appendices.
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2 Definitions

We recall the basic definition of property preserving encryption and notions of
its security from [28]. The paper claims that the idea makes most sense in the
symmetric key setting – in the public key setting an adversary can gain non-
trivial information about a target ciphertext by encrypting messages of her own
choice and then testing for the property on the target message.

As in [28], we too model any k-ary property onM as a Boolean function on
Mk. One of the main properties considered is orthogonality, which depends on
computing inner products in finite dimensional vector spaces over finite fields.
Let v = (v1, . . . , vn) and w = (w1, . . . , wn) be vectors over a finite field Fq. The
inner product between them is defined as v · w = v1w1 + . . . + vnwn (mod q).
These vectors are orthogonal if v · w = 0.

Definition 1. A property preserving encryption scheme (PPEnc) for the k-ary
property P is a collection of four probabilistic polynomial time (PPT) algorithms,
which are defined as follows:

1. Setup(1λ): This takes as input the security parameter and outputs the mes-
sage space (M), public parameters (PP ) and the secret key (SK).

2. Encrypt(PP, SK,m): This algorithm outputs the ciphertext CT correspond-
ing to the message m, using the secret key SK and public parameter PP .

3. Decrypt(PP, SK,CT ): This algorithm outputs the plaintext message m.
4. Test(CT1,. . . , CTk, PP ): This is a public algorithm that takes as inputs ci-

phertexts CT1, . . . , CTk corresponding to messages m1, . . . ,mk, respectively
and outputs a bit.

These set of four algorithms must satisfy the standard correctness requirement.
In addition, if the Test algorithm outputs b ∈ {0, 1} then, except with negligible
probability, one has P (m1, . . . ,mk) = b.

A related notion of PPTag scheme was also defined. Informally, such a scheme
does not have any decrypt module.

Definition 2. A property preserving tag scheme (PPTag) for the k-ary property
P is a collection of three probabilistic polynomial time (PPT) algorithms, which
are defined as follows:

1. Setup(1λ): This takes as input the security parameter and outputs the mes-
sage space (M), public parameters (PP ) and the secret key (SK).

2. Encrypt(PP, SK,m): This algorithm outputs the ciphertext CT correspond-
ing to the message m, using the secret key SK and public parameter PP .

3. Test(CT1,. . . , CTk, PP ): This is a public algorithm that takes as inputs ci-
phertexts CT1, . . . , CTk corresponding to messages m1, . . . ,mk, respectively
and outputs a bit.

This set of algorithms must satisfy the standard correctness requirement. If the
Test algorithm outputs b ∈ {0, 1} then, except with negligible probability, one has
P (m1, . . . ,mk) = b.
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Remark 1. In [28], the authors suggest the following strategy while designing a
secure property preserving encryption scheme. The actual “payload” message is
encrypted using an IND-CPA secure symmetric encryption scheme. For testing
the property, a tag is constructed for each message using a PPTag scheme.

2.1 Security Notions

Inspired by the study of security notions of symmetric key encryption by Bellare
et al. [4], Pandey and Rouselakis [28] propose several notions of security for
property preserving symmetric encryption. These notions are defined by taking
into account the specific nature of PPEnc. Here we informally describe the two
notions of security for such schemes which are most relevant to our work. For
more details refer to [28].

Definition 3. For a k-ary property P , any two sequences X = (x1, . . . , xn) and
Y = (y1, . . . , yn) of inputs are said to have the same equality pattern if

P (xi1 , . . . , xik) = P (yi1 , . . . , yik), ∀ (i1, . . . , ik) ∈ [n]k.

Find-then-Guess Security (FtG). Challenger and adversary A = (A1,A2)
plays the following game GameFtGΠ,A,λ(b) which is formally defined in [28, Sect.
3]. After the Setup phase, in A1, the adversary first adaptively queries the
encryption oracle for messages (m1, . . . ,mt). Then the adversary outputs the
challenge messages (m∗0,m

∗
1). In A2, after the challenger returns the cipher-

text of m∗b for a random b ∈ {0, 1}, the adversary again adaptively queries
(mt+1, . . . ,mq). The adversary wins the game if s/he can correctly predict the
bit b. Adversarial queries must satisfy the extra condition that the equality pat-
terns of (m1, . . . ,mt,m

∗
0,mt+1, . . . ,mq) and (m1, . . . ,mt,m

∗
1,mt+1, . . . ,mq) are

the same. Otherwise A can trivially win the game.

Definition 4. Let Π = Setup,Encrypt,Decrypt,Test be a symmetric key prop-
erty preserving encryption scheme. Then Π is said to be FtG secure if there exists
a negligible function n(·) such that for all PPT FtG adversaries A as above and
for all λ ∈ N sufficiently large, the advantage of A in the FtG game is negligible:

AdvFtGΠ,A,λ =
∣∣∣Pr
[
GameFtGΠ,A,λ(1) = 1

]
− Pr

[
GameFtGΠ,A,λ(0) = 1

]∣∣∣ ≤ n(λ).

They [28] further introduce a hierarchy in the FtG notion depending on the
number of challenge queries. In particular, any adversary playing the FtGη game,
for η ∈ N, is allowed to make η many challenge queries interleaved between
encryption oracle queries. A selective FtG notion may be defined in the usual
way, following [11], where the adversary outputs the challenge messages even
before receiving the public parameters.
Left-or-Right Security (LoR). Challenger and adversary A plays the following
game GameLoRΠ,A,λ(b). After setup,Amakes q encryption queries, where each query

is of the form (m
(i)
0 ,m

(i)
1 ). The queries are such that the tuples (m

(1)
0 , . . . ,m

(q)
0 )

and (m
(1)
1 , . . . ,m

(q)
1 ) have the same equality pattern. The challenger returns the
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encryption of m
(i)
b for each i where the random bit b is chosen at the beginning

of game. At the end, the adversary has to output a guess b′ of b and wins if
b′ = b. The game is formally defined in [28, Sect. 3]. The definition of adversarial
advantage is as follows.

Definition 5. Let Π = Setup,Encrypt,Decrypt,Test be a symmetric key prop-
erty preserving encryption scheme. Then Π is said to be LoR secure if there exists
a negligible function n(·) such that for all PPT LoR adversaries A as above and
for all λ ∈ N sufficiently large, the advantage of A in the LoR game is negligible:

AdvLoRΠ,A,λ =
∣∣∣Pr
[
GameLoRΠ,A,λ(1) = 1

]
− Pr

[
GameLoRΠ,A,λ(0) = 1

]∣∣∣ ≤ n(λ).

3 Separation Results: A Closer Look

Let QRp (resp. QNRp) be the set of quadratic residues (resp. quadratic non-
residues) in Z∗p for some prime p. Consider the quadratic residuosity property
Pqr defined as follows:

Pqr(m1,m2) =

{
1 if m1 ·m2 ∈ QRp
0 if m1 ·m2 ∈ QNRp

(1)

Assuming there exists an FtG secure property preserving encryption scheme
Π for Pqr; Pandey and Rouselakis construct an artificial scheme Π ′ which is FtG
but not LoR secure [28, Theorem 4.1]. In a similar fashion they establish that
FtGη 9 FtGη+1 [28, Theorem 4.4]. Note that (i) the separation results are specific
to property Pqr and (ii) conditioned on the existence of FtG secure scheme for
Pqr and no such construction was known or suggested in [28].

Property preserving encryption is a rather broad category and a separation
based on the specificity of a particular property does not necessarily provide
enough insight about the relationship between different security notions for an-
other concrete property or how two notions are related in general. For example,
the separation result for Pqr in [28] does not give any clue whether the same will
hold for another property, say orthogonality. Another crucial question is whether
the separation is real or merely an artifact – is there any ‘natural’ construction
for a ‘natural’ property that is FtG but not LoR secure.

Clearly, a thorough investigation of these questions requires identifying natu-
ral properties that encompass other properties and then analysing the real differ-
ence between security notions of property preserving encryption in the context of
these natural properties. For example, consider the set of all unary properties. It
is suggested [28] that for any unary property P , a PPTag scheme can be trivially
obtained by providing P (m) in the clear as part of the ciphertext. We note that
in such a scenario, the two notions FtG and LoR actually collapse. The case for
binary properties, however, is more subtle as we see next.
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3.1 Equivalence Testing via Equality

We demonstrate that certain equivalence relations can be tested via equality
property – Pqr property used in [28] is one such relation.

Claim 1. To construct a PPTag scheme for Pqr; it suffices to construct a PPTag
scheme for equality where the message space is M = {0, 1}.1

Proof. The argument is quite straightforward. A “sign” function S was used
by [28] to define Pqr where S(m) = 0 if m ∈ QRp; else S(m) = 1. In other
words, Pqr divides the message space M = Z∗p into 2 equivalence classes. Given
any message in Z∗p one can efficiently determine S(m) and then use the PPTag
scheme for equality over the message space {0, 1} to encrypt S(m). Product of
two messages x and y belongs to QRp if and only if both x and y belong to same
equivalence class. Thus testing whether the product of x and y is a quadratic
residue or not is now reduced to the task of testing whether S(x) and S(y) are
equal or not. ut

The property Pqr used in [28] is a particular instance of a larger class of
property P. In particular, the property P induces an equivalence relation on a
set M such that there exists an efficient algorithm to determine the class in
which a given element lies. Another example of such property is to test, given
two integers m and n, whether their difference is divisible by a fixed prime p.
It is easy to see that a PPTag scheme for such a property P can be realized by
any PPTag scheme for equality. Note, however, that there do exist equivalence
relations for which the question of membership testing is not known to be easy.

3.2 Natural LoR Secure Equality Testing

We describe a property preserving encryption scheme for testing equality over
message space {0, 1}.

1. Setup(1λ): Set SK = t, where t ∈R {0, 1}.
2. Encrypt(SK,m): CT = t⊕m.

3. Decrypt(SK,CT ): m′ = CT ⊕ t.
4. Test(CT1, CT2): Return 1 if and only if CT1 = CT2.

It is well-known that as a symmetric key encryption scheme the above con-
struction (or any deterministic encryption scheme) is not FtG secure in the sense
of [4] but it is as a PPEnc as the following claim shows.

Claim 2. The above construction is an FtG secure PPEnc for one-bit messages.

1 Here and afterwards we often focus on PPTag schemes as the problem of constructing
a PPEnc is essentially reduced to the problem of constructing a PPTag scheme (see
Remark 1.

7



Proof. The key idea is that an FtG adversary A is restricted by the equality
pattern. If A makes the challenge query as (0, 1) or (1, 0) then s/he cannot make
any encryption oracle query. Hence, the one-time pad ensures the challenge bit
is information theoretically hidden from A. On the other hand, if the challenge
query is of the form (0, 0) or (1, 1) then there is no non-trivial information for
A to learn either from the encryption queries or from the challenge. ut

The above result further leads us to the following interesting consequence.
Let E : K × {0, 1} −→ {C0, C1} be a deterministic encryption scheme.

Claim 3. If E is FtG secure PPEnc scheme for equality then it is LoR secure.

Proof. Let A be a valid LoR adversary for E. We will construct a valid FtG
adversary B for E, which is playing the FtG game with its own challenger C by
internally running A.

Observe that A has to respect the equality pattern and hence can only
make queries from the following disjoint sets: S1 = {(0, 0), (1, 1)} and S2 =
{(0, 1), (1, 0)}. If A makes queries from the set S1, then FtG −→ LoR holds
trivially.

Now let us analyze the case when A makes queries from S2 = {(0, 1), (1, 0)}.
Let us, without loss of generality, assume that A’s first query is (0, 1). B sets the
same message (0, 1) as its own FtG challenge query, forwards it to C. In response
C provides a challenge ciphertext Cb to B, b ∈ {0, 1} by encrypting β ∈R {0, 1}
using the encryption function E as per the rule of the FtG game. B forwards the
same Cb to A. Note that by the definition of FtG security, B cannot make any
other query to C. However, if A repeats the same query (0, 1), then B simply
forwards the same ciphertext Cb. If A queries the other valid message pair (1, 0),
then B returns ciphertext C1−b. When A outputs a bit as its guess and halts,
then B outputs the same bit to C and halts.

The simulation of A’s environment by B is perfect. In fact, after the first
query, A can on its own generate the response for all other queries it is going
to make. Now the FtG security of E ensures that the encryption of 1 is indistin-
guishable from the encryption of 0. Hence, the advantage of B is same as that
of A and the two notions actually collapse. ut

As a consequence we note that the one-time pad construction of PPEnc
achieves LoR security. However, it is well-known that the same is not even FtG
secure as standard symmetric key encryption scheme. Thus there exists binary
property preserving encryption scheme secure in the strong LoR sense of prop-
erty preserving encryption but does not even achieve FtG security as a standard
symmetric key encryption scheme.

Based on our previous observations we suggest the following direct construc-
tion of LoR secure PPEnc for equality testing on M = {0, 1}n. A PPTag can be
obtained by dropping the Decrypt algorithm from the description.2

2 Similar construction for testing equality in the context of authenticated encryption
and searchable encryption schemes was suggested earlier by Rogaway-Shrimpton [30]
and Amanatidis et al. [2]. Their constructions used deterministic MAC which is
modeled as a PRF.
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Property Preserving Encryption for Equality. We describe a scheme Π
to test for equality of strings of length n.3 Let {F}n be a pseudo-random per-
mutation (PRP) family and an element F ∈ {F}n is defined as F : {0, 1}n ×
{0, 1}n −→ {0, 1}n.

1. Setup(1λ): Set a random n-bit binary string K as the secret key SK.
2. Encrypt(SK,m): CT = FK(m).
3. Decrypt(SK,CT ): Return F−1K (CT ).
4. Test(CT1, CT2): Return 1 if and only if CT1 = CT2.

Claim 4. If the underlying PRP family is secure, then Π is LoR secure.

Proof. (Sketch) The claim is established through a simple hybrid argument. Let
the adversary A for the LoR game set (m∗0,1,m

∗
1,1), . . . , (m∗0,t,m

∗
1,t) as challenges.

We claim that the games Game0 : m∗0,1, . . . ,m
∗
0,t and Game1 : m∗1,1, . . . ,m

∗
1,t are

indistinguishable. We note that, by the security of the PRP, the Game0 is in-
distinguishable from a game where the challenger computes the response from
a random permutation. Similarly, challenges output in Game1 will be indistin-
guishable from the output of a random permutation. ut

3.3 Separation Between FtG and LoR Notions for Equality

After establishing the existence of natural PPEnc/PPTag scheme for equality
testing satisfying LoR security (and, hence, FtG security), we now generalize the
result of [28, Theorem 4.1] to show that the separation holds for the equality
property and need not necessarily be restricted to small number of equivalence
classes. Let M be the message space. Suppose z = dlog2 |M|e so that every ele-
ment m ∈M can be represented by a bit string of length z. Note that z (and not
|M|) is a polynomial in the security parameter. Let Π = (Setup,Encrypt,Test)
be any FtG secure PPTag scheme for equality. From this scheme we construct
another scheme Π ′ = (Setup′,Encrypt′,Test′) for realizing the same property.
The construction uses a PRF family F : {0, 1}κ × {0, 1}z −→ {0, 1}z.4

1. Setup′(1λ): Calls Setup ofΠ to obtain (PP, SK) and chooses k ∈R {0, 1}κ (as
the key for the PRF). The algorithm outputs PP as the public parameters
for Π ′ and sets the secret key as SK ′ = (SK, k).

2. Encrypt′(PP, SK ′,m): While encrypting m ∈ M, the encryption algorithm
of Π is used to obtain ct = Encrypt(PP, SK,m). Then choose a bit b ∈R
{0, 1}. The ciphertext of Π ′ is computed as

CT =

{
(ct, b, Fk(m)), if b = 0,

(ct, b, Fk(m)⊕m), otherwise.

3 For the case of PPTag there is no need to decrypt and hence the construction can be
extended to arbitrary length messages by the use of a CRHF H with n-bit digests.

4 The PRF can be replaced by a set of |M| random bit strings when |M| is small
(i.e., polynomial in the security parameter). On the other hand, for arbitrary length
messages one can use a collision resistant hash function (CRHF) H to first map the
message to a digest of z-bit and then apply the PRF on the digest.
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3. Test′(CT1, CT2, PP ): Given CT1 = (ct1, b1, t1) and CT2 = (ct2, b2, t2), the
algorithm outputs Test(ct1, ct2, PP ).

The following two lemma generalize the result of [28] and together establish that
the separation result for FtG and LoR holds for equality property. We provide
the proofs in Appendix A.

Lemma 1. If the scheme Π is FtG secure and F is a secure PRF then Π ′

constructed as above is also FtG secure. In particular, εΠ′ ≤ εΠ + 2εF where
εX denotes the advantage in the corresponding security game for the primitive
X ∈ {Π,F , Π ′}.

Lemma 2. There is an LoR adversary for the scheme Π ′ with non-negligible
advantage.

Remark 2. We point out an interesting consequence of the above separation re-
sult. Shen-Shi-Waters [31] proposed two security notions, the single challenge
and full challenge security for predicate private symmetric encryption (see [31]
for the definitions of security). The strategy outlined in Lemma 1 and Lemma 2
in the context of PPTag can be adapted to establish a similar separation between
single challenge and full challenge security of predicate private encryption. Sup-
pose we are given a single challenge secure predicate private scheme for equality,
called Ψ . From that we construct another scheme Ψ ′ where the only changes are
in the Setup and Encrypt as described in the context of Π ′ above. In particular,
the encryption algorithm of Ψ ′ outputs a ciphertext of Ψ together with either
(b, Fk(m)) or (b, Fk(m)⊕m) depending upon whether b = 0 or b = 1. A similar
argument as in the case of PPTag above shows that Ψ ′ is single challenge secure
but not full secure.

Hierarchy Among FtG Classes. We briefly comment on the separation result
for the hierarchy among FtG classes given in [28]. The reader may refer to the
Appendix B for further details. The equality property over small message space
is used to establish the result. We start with a scheme Π which is FtGη secure
and derive a scheme Π ′ which is not FtGη+1 secure. For each message m the
Setup algorithm of Π ′ stores a set of random bit strings {tm,1, . . . , tm,η} as part
of secret key. Encryption algorithm of Π ′ chooses b ∈R {1, . . . , η+1} and returns

Π ′.Encrypt(PP, SK,m) = (Π.Encrypt(PP, SK,m), b, val),

where

val =

{
tm,b, if 1 ≤ b ≤ η
tm,1 ⊕ . . .⊕ tm,η) ⊕m, if b = η + 1.

The derived scheme Π ′ is not FtGη+1 secure, but FtGη secure.
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3.4 The Bottom Line

At this point a reader may wonder what could be a plausible conclusion of our
analysis. On one hand, a PRP is sufficient to construct LoR secure PPEnc for
equality and the two notions of FtG and LoR collapse in such a setting. On the
other, for the same property there is a theoretical gap between FtG and LoR
notions of security which may or may not be the case for other properties of
interest. In fact, in the next section we show that for orthogonality any FtG
secure PPEnc for vectors of length 2n gives an LoR secure PPEnc for vectors of
length n.

It seems the only reasonable conclusion is that no conclusive evidence ex-
ists indicating any real world difference between the two notions of security for
PPEnc in general. This leads us to the following open question: is there a ‘natu-
ral’ construction of a scheme for testing equality or, for that matter, any other
‘natural’ property, which is FtG secure but not LoR secure. Resolving this ques-
tion will shed further light into the usefulness of the hierarchy of security notions
introduced in [28].

4 Orthogonality: Relation Between FtG and LoR and with
Equality

We show that it is possible to construct an LoR secure scheme from FtG secure
scheme for orthogonality which provides evidence that FtG is a meaningful notion
for property preserving encryption. Next, we show that orthogonality implies
equality in the property preserving scenario.

4.1 FtG2n implies LoRn

Shen, Shi and Waters showed [31, Theorem 2.8] that a single challenge secure
symmetric key predicate-only encryption scheme for testing orthogonality of
vectors of length 2n may be used to construct one achieving full security for n
length vectors. Inspired by their technique we derive a similar result for property
preserving orthogonality testing.

Let Θ2n be an FtG secure PPTag encryption scheme for testing orthogonality
of vectors of length 2n. We construct a PPTag scheme Θn for testing orthog-
onality of vectors of length n as follows. In the following we assume that the
underlying field on which the vectors are defined does not have characteristic 2
(this is a technical requirement in the security argument). For x = (x1, . . . , xn)
and y = (y1, . . . , yn), as usual x||y := (x1, . . . , xn, y1, . . . , yn).

1. Θn · Setup(1λ): The public parameters and the secret key are the same as
the corresponding ones of Θ2n.

2. Θn · Encrypt(PP, SK, x): The ciphertext is Θ2n · Encrypt(PP, SK, x||x).
3. Θn ·Test(CT1, CT2, PP ): The test is carried out using that of the Θ2n scheme

as Θn ·Test(CT1, CT2, PP ) = 1 if and only if Θ2n ·Test(CT1, CT2, PP ) = 1.

11



Next, we show that Θn is LoR secure. The proof proceeds via a sequence of
hybrids. Any adversary who can distinguish two adjacent games can break the
FtG security of Θ2n.

Theorem 5. The scheme Θ2n is FtG secure implies the derived scheme Θn is
LoR secure.

Proof. (Sketch) Recall that we have assumed that the underlying field on which
the vectors are defined does not have characteristic 2. We observe that x · y =
0 if and only if (x||x) · (y||y) = 0. The encoding which maps x to x||x is used for
proving LoR security via a hybrid argument.

Let A be a valid LoR adversary for Θn. The adversary A sets as challenges

the pairs (x
(1)
0 , x

(1)
1 ), . . . , (x

(q)
0 , x

(q)
1 ) to the challenger C. The challenger fixes a

random bit b and returns encryption of x
(i)
b , 1 ≤ i ≤ q. The adversary outputs

a bit b′ at the end of the game and wins if b = b′.
We prove that the distributions of the ciphertexts of the sequence of mes-

sages (x
(1)
0 , x

(2)
0 , . . . , x

(q)
0 ) and (x

(1)
1 , x

(2)
1 , . . . , x

(q)
1 ) are indistinguishable. That is,

the adversary A cannot distinguish the games G0 and G1 of Table 1. The proof
proceeds via a sequence of hybrid games. We tabulate the sequence of hybrids
in Table 1. In GB , the value α is chosen at random from the underlying field. We
mention that a sequence of intermediate games is defined between two consecu-
tive games for proving indistinguishability, where only one ciphertext is changed.
One such sequence between GA and GB is given in Table 1.

Table 1. Left: Sequence of hybrids G0 through G1; Right: Intermediate games between
GA and GB

G0 : x
(1)
0 ||x(1)0 , . . . , x

(q)
0 ||x(q)0

GA : x
(1)
0 ||0, . . . , x(q)0 ||0

GB : x
(1)
0 ||αx(1)1 , . . . , x

(q)
0 ||αx(q)1

GC : 0||αx(1)1 , . . . , 0||αx(q)1

GD : x
(1)
1 ||αx(1)1 , . . . , x

(q)
1 ||αx(q)1

G1 : x
(1)
1 ||x(1)1 , . . . , x

(q)
1 ||x(q)1

GA : x
(1)
0 ||0, x(2)0 ||0, . . . , x(q)0 ||0

GA,1 : x
(1)
0 ||αx(1)1 , x

(2)
0 ||0, . . . , x(q)0 ||0

GA,2 : x
(1)
0 ||αx(1)1 , x

(2)
0 ||αx(2)1 , x

(3)
0 ||0, . . . , x(q)0 ||0

...
...

GB : x
(1)
0 ||αx(1)1 , . . . , x

(q)
0 ||αx(q)1

We first argue that G0 and GA are indistinguishable. Consider an intermediate

game, called G0,1, defined as x
(1)
0 ||0, x

(2)
0 ||x

(2)
0 , . . . , x

(q)
0 ||x

(q)
0 .

Notice that this game differs from G0 only in the first component. We claim
that G0 and G0,1 are indistinguishable. For, suppose A can distinguish them.

Setting (x
(1)
0 ||x

(1)
0 , x

(1)
0 ||0) as challenge messages and querying the rest of the

elements, A can be used to construct a valid FtG adversary for Θ2n. We proceed
by defining a sequence of games where any two consecutive games vary exactly at
one component. Similar argument would show that GB and GC are indistinguish-
able. The games GC and GD too may similarly be shown to be indistinguishable.

12



Recall that GB was defined using a random parameter α. Even though, say

for example (x
(1)
0 ||0) · (x(2)0 ||0) 6= 0 holds, it may so happen that (x

(1)
0 ||x

(1)
1 ) ·

(x
(2)
0 ||x

(2)
1 ) = 0. Thus, a random choice of α ensures that setting as the challenge

(x
(1)
0 ||0, x

(1)
0 ||αx

(1)
1 ) and the rest of the elements as queries one gets a valid FtG

adversary for Θ2n. This argument shows that GA and GB are indistinguishable.
Similar argument shows that GD and G1 are indistinguishable. ut

4.2 A Direct Test for Equality from Orthogonality

Katz et al. [27] suggested a simple encoding to test for equality using inner
product: create a ciphertext for I = (1, I) and a token for J = (−J, 1). Now
the inner product of I and J is 0 if and only if I = J . This encoding does not
directly work for property preserving encryption as there is no separate token
and the Test is performed only on the ciphertexts. Nevertheless, we show that
one can construct a scheme for testing equality property, given a scheme for
testing orthogonality of vectors. The new scheme inherits the same security as
that of the underlying orthogonality testing scheme. Note that this result is of
theoretical interest, but of little practical value as we already have much more
efficient scheme for testing equality.

The setting is as follows. Let the message space be Fq, where the finite field
is assumed to contain i =

√
−1. Examples of fields which contain i are F2n ; Fp,

where p ≡ 1 (mod 4); or extensions of the form Fq which contain i. The square
root of −1 may be given explicitly or may be computed using Tonelli-Shanks
algorithm [3, Chapter 7].

We encode any x ∈ Fq as a vector in F5
q, where the encoding is given by

x 7→ vx = (x2+1, ix2, ix, ix, i) (in characteristic 2 fieldsm 7→ vm = (m+1,m, 1)).
The mapping m 7→ vm is one-to-one. Observe that, elements x and y are equal if
and only if vx · vy = 0. We now describe a scheme Π ′ for testing equality, given
a scheme Π for testing orthogonality of vectors of length 5 over Fq.

1. Setup(1λ): The public parameters and secret key for Π ′ are those of Π.
2. Encrypt(PP, SK,m): While encrypting m ∈ Fq, the encryption algorithm

first computes the encoding vm corresponding to m. Then the ciphertext
corresponding to m is CT = Π.Encrypt(PP, SK, vm).

3. Test(CT1, CT2, PP ): Same as that of Π.

Lemma 3. If Π is FtG (respectively LoR) secure then so is Π ′, correspondingly.

Proof. We describe the FtG case as the LoR case may be similarly handled.
Suppose Π ′ is not FtG secure, with AΠ′ a valid adversary. We construct AΠ , an
FtG adversary for scheme Π, which internally runs AΠ′ . Whenever AΠ′ makes
an encryption query m, the adversary AΠ forwards vm to the challenger BΠ .
On receiving the ciphertext, it forwards it to AΠ′ . When AΠ′ sets (m∗0,m

∗
1) as

challenge, the adversary AΠ forwards (vm∗0 , vm∗1 ) to the challenger. On receiving
the encryption of one of the two vectorsAΠ forwards it toAΠ′ . The other queries
made by AΠ′ may be handled similarly. When AΠ′ outputs a bit b′ and halts,
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so does AΠ . This is a perfect simulation and AΠ wins with the same advantage
as that of AΠ′ . ut

5 Cryptanalysis of Pandey and Rouselakis Construction

The only construction proposed in [28] is a PPTag scheme for testing orthogonal-
ity of two vectors over a finite field. The proposed scheme works in the composite
order bilinear pairing setting. It is claimed without proof in [28, Theorem 5.1]
that the scheme achieves LoR security in the generic group model with a precise
bound on the adversarial advantage.

We identify an inherent symmetry in the construction that is required for
the public Test algorithm. The same symmetry allows the adversary to con-
struct ‘pseudo-ciphertext’ for many messages from a valid ciphertext of a known
message. Suitably manipulated pseudo-ciphertext can be exploited by the adver-
sary to win the indistinguishability game with overwhelming probability. Thus
the scheme is not even selective FtG secure. However, the properties of pseudo-
ciphertexts allow an adversary to go even further. We show that, after making
a single query, an adversary can gain non-trivial information about the underly-
ing message vector given any valid ciphertext. In particular, the adversary can
choose any vector and then check whether the unknown message is orthogonal
to it or not. This effectively negates the main motivation of using the symmetric
key setting for property preserving encryption.

5.1 Pandey and Rouselakis Construction

We recall the scheme of [28] for testing orthogonality of two vectors defined over
a prime field Fp, referred to as PR scheme hereafter.

1. Setup(1λ, n): Pick two distinct primes p and q uniformly at random in the
range (2λ−1, 2λ) where λ is the security parameter. Let G and GT be two
groups of order N = pq such that there is an efficiently computable bilinear
map e : G×G −→ GT . Select a vector (γ1, . . . , γn) ∈ Zq such that

∑n
i=1 γ

2
i =

δ2 (mod q). Let g0 (resp. g1) be a generator of a subgroup of order p (resp.
q) of G. Set the message space as M = (Z∗N

⋃
{0})n. Set

PP = 〈n,N,G,GT , e〉, SK = 〈g0, g1, {γi}ni=1, δ〉.

2. Encrypt(PP, SK,M): On input a message M = (m1, . . . ,mn), select two
random elements φ and ψ from ZN . The ciphertext is computed as

CT = (ct0, {cti}ni=1) =
(
gψδ1 , {gφmi

0 · gψγi1 }ni=1

)
.

3. Test(CT (1), CT (2), PP ): When two ciphertexts CT (1) = (ct
(1)
0 , {ct(1)i }ni=1)

and CT (2) = (ct
(2)
0 , {ct(2)i }ni=1) are input, the algorithm outputs 1 if and

only if:
n∏
i=1

e(ct
(1)
i , ct

(2)
i ) = e(ct

(1)
0 , ct

(2)
0 ).
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Correctness ensures that Test outputs 1 only when the underlying messages
are orthogonal, except with a negligible probability.

5.2 A Valid FtG Adversary

Notice that the construction ensures that the quadratic form relation γ21 + γ22 +
. . .+γ2n = δ2 (mod q) is formed in the exponent for one subgroup element of GT
while the inner product of the two message vectors is computed in the exponent
of the other. However, the above equality implies that γ1(γ1 +γ2)+γ2(γ2−γ1)+
γ23 + . . .+ γ2n = δ2 mod q also holds.

Given a ciphertext for some message x = (x1, . . . , xn), say (c0, c1, c2, . . . , cn),
the tuple W = (c0, c1 · c2, c2/c1, c3, . . . , cn) may be computed. We can hence
easily see that the tuple W may be used in the Test algorithm in place of a valid
ciphertext of x′ = (x1 + x2, x2 − x1, x3, . . . , xn). The advantage is that, even
though the adversary is forbidden to query x′ in the security game, s/he may
still obtain a ciphertext of x if it is a valid query, and then, compute and use W
for testing for orthogonality to x′.

Many such relations among the secret key tuple (γ1, . . . , γn) exist that are
equal to δ2. We give more such examples in Lemma 4. But, this observation
motivates us to define the notion of pseudo-ciphertext.

Definition 6. A pseudo-ciphertext for PR scheme, associated with a valid mes-
sage z, is an element Wz ∈ Gn+1 such that Test(CTx,Wz, PP ) = 1 if and only if
Test(CTx, CTz, PP ) = 1, except with negligible probability, where CTx and CTz
are properly formed ciphertexts for x and z respectively.

Next, we prove that [28] scheme is not FtG secure.

Proposition 1. The PPTag scheme proposed in [28] for testing orthogonality is
not even selective FtG secure.

Proof. One can construct a valid selective FtG adversary for the n = 2 case as
follows. The adversary sets (0, 1) and (1, 0) as challenges. Then s/he queries (1, 1)
and forms a pseudo-ciphertext for (2, 0). Using that pseudo-ciphertext adversary
can trivially win the indistinguishability game.

Now consider the case where n ≥ 3. The claim is established in terms of the
following attack game between the adversary (A) and the challenger (S).
(i) A outputs a pair of n-dimensional vectors (µ∗0, µ

∗
1) as the challenge messages

where n � N . The challenges are of the form µ∗0 = (m1,m0, 1, . . . , 1) and
µ∗1 = (m1,m1, 1, . . . , 1), where m1 6= m0 are from Z∗N .
(ii) A receives the public parameter PP from challenger.
(iii) A queries Q = ((m1 +m0)/2, (m0−m1)/2, 1, . . . , 1,−(n−3)). Observe that
Q is not orthogonal to either of the challenge messages µ∗0 and µ∗1 and hence, is
a valid query. S responds with CTQ, which is equal to(
gψδ1 , g

φ(m1+m0)/2
0 gψγ11 , g

φ(m0−m1)/2
0 gψγ21 , gφ0 g

ψγ3
1 , . . . , gφ0 g

ψγn−1

1 , g
−(n−3)φ
0 gψγn1

)
15



for some ψ, φ ∈R ZN . Given CTQ, A takes the product and ratio of the third

and second components of the ciphertext to obtain respectively gm0φ
0 g

ψ(γ1+γ2)
1

and g−m1φ
0 g

ψ(γ2−γ1)
1 . A now computes the pseudo-ciphertext (Definition 6) WQ′

for Q′ = (m0,−m1, 1, . . . , 1,−(n− 3)) as

(gψδ1 , gm0φ
0 g

ψ(γ1+γ2)
1 , g−m1φ

0 g
ψ(γ2−γ1)
1 , gφ0 g

ψγ3
1 , . . . , gφ0 g

ψγn−1

1 , g
−(n−3)φ
0 gψγn1 ).

Note that the message vector Q′ is orthogonal to µ∗0 but not to µ∗1.
(iv) A now asks for the challenge ciphertext. Suppose that S responds with an
encryption for µ∗b

CTb =
(
gψ̃δ1 , gm1φ̃

0 gγ1ψ̃1 , gmbφ̃
0 gγ2ψ̃1 , gφ̃0 g

γ3ψ̃
1 , · · · , gφ̃0 g

γnψ̃
1

)
,

where b ∈R {0, 1} and φ̃, ψ̃ ∈R ZN are as chosen by S.
(v) A runs the Test algorithm on (CTb,WQ′ , PP ). This amounts to computing
the following quantities:

A = e(gψδ1 , gψ̃δ1 ) and

B = e(gm0φ
0 g

ψ(γ1+γ2)
1 , gm1φ̃

0 gγ1ψ̃1 ) · e(g−m1φ
0 g

ψ(γ2−γ1)
1 , gmbφ̃

0 gγ2ψ̃1 )·
n−1∏
i=3

e(gφ0 g
ψγi
1 , gφ̃0 g

γiψ̃
1 ) · e(g−(n−3)φ0 gψγn1 , gφ̃0 g

γnψ̃
1 ).

If A = B then A outputs b′ = 0, otherwise A outputs b′ = 1.
We see that A = B implies b = 0, except with negligible probability. Hence,

the adversary wins the selective FtG game with overwhelming probability of
success. ut

Remark 3. We give yet another attack on the scheme for even n. Let x =
(x1, . . . , xn) be any valid message. Observe that both

δ2 = γ1(γ1 + γ2) + γ2(γ2 − γ1) + . . .+ γn−1(γn−1 + γn) + γn(γn − γn−1),

δ2 = γ1(γ1 − γ2) + γ2(γ2 + γ1) + . . .+ γn−1(γn−1 − γn) + γn(γn + γn−1)

hold modulo q. Hence, from the ciphertext for x, pseudo-ciphertexts for both

ξ1 = (x1 + x2, x2 − x1, . . . , xn−1 + xn, xn − xn−1) and

ξ2 = (x1 − x2, x2 + x1, . . . , xn−1 − xn, xn + xn−1)

can be formed. Note that neither ξ1 nor ξ2 is orthogonal to x, while ξ1 is orthog-
onal to ξ2. Thus, for example, after setting (ξ1, x) as the challenge pair, querying
x and computing pseudo-ciphertext for ξ2, the adversary can win the FtG game.
A similar attack may also be worked out for odd n.

Remark 4. It would have been illustrating to see where exactly the proof of [28,
Theorem 5.1] fails. Unfortunately no such proof is provided by the authors.
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5.3 Insecurity Beyond Indistinguishability

Recall that in the ciphertext of PR scheme described in Sect. 5.1, the message
components reside in the exponent and even the party who possesses the secret
key does not have the ability to decrypt. Thus it is not reasonable to expect that
one can attack the scheme in the sense of message recovery for high min-entropy
messages. Our next attack demonstrates that an adversary is still capable of
extracting significant amount of information. This will lead to a total break of
the scheme when the messages come from a smaller domain, which could be the
case in applications dealing with, for example, certain types of streaming data
as envisaged in [28].

We assume that the adversary is allowed to make just one query and is given
a valid ciphertext as response. We show how the adversary can process the given
ciphertext and then utilize pairing to unmask the subgroup elements containing
the message vector of any ciphertext, by working in the target group.

Attack for n = 2 case. Suppose the adversary makes a query (1/2, 1/2) and

gets the ciphertext (c0, c1, c2) = (gψδ1 , g
φ/2
0 gψγ11 , g

φ/2
0 gψγ21 ). Observe that

(c0, c1 · c2, c2/c1) = (gψδ1 , gφ0 g
ψ(γ1+γ2)
1 , g

ψ(γ2−γ1)
1 )

(c0, c1/c2, c1 · c2) = (gψδ1 , g
ψ(γ1−γ2)
1 , gφ0 g

ψ(γ1+γ2)
1 )

are pseudo-ciphertexts (see Definition 6) for (1, 0) and (0, 1), respectively, which
can be computed by the adversary. We represent the formation of the two pseudo-
ciphertexts, respectively, via the following two matrices with the obvious inter-
pretation:

M1 =

[
1 1
−1 1

]
and M2 =

[
1 −1
1 1

]
.

Suppose now the adversary gets a ciphertext for some unknown message x =

(x1, x2) as (C0, C1, C2) = (gψ̃δ1 , gφ̃x1

0 gψ̃γ11 , gφ̃x2

0 gψ̃γ21 ). With the pseudo-ciphertext
for (1, 0), the adversary computes

e(C1, c1 · c2)e(C2, c2/c1)

e(C0, c0)
=
e(gφ̃x1

0 gψ̃γ11 , gφ0 g
ψ(γ1+γ2)
1 ) · e(gφ̃x2

0 gψ̃γ21 , g
ψ(γ2−γ1)
1 )

e(gψ̃δ1 , gψδ1 )

= e(g0, g0)φφ̃x1 .

Thus the adversary now possesses (e(g0, g0)φφ̃x1 , e(g0, g0)φφ̃x2), after processing
the pseudo-ciphertext for (0, 1) similarly.

This trivially breaks the FtG security of PR scheme. Moreover, the adversary
can test if x is orthogonal to any y = (y1, y2) of his choice by checking whether(

e(g0, g0)φφ̃x1

)y1
·
(
e(g0, g0)φφ̃x2

)y2
= 1.

The adversary may also test for relations among the message coordinates, like
whether x1 = αx2 for some α in a testable range. If x comes from a small domain
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then one can exhaustively try for all candidate y to check whether x and y are
orthogonal and thereby recover x with non-negligible probability.

Attack for General n. Before describing the attack, we show that many a
pseudo-ciphertexts can be formed from a valid ciphertext.

Lemma 4. For 1 ≤ i ≤ n, let Mi = ((m
(i)
st )) be an n × n matrix defined as

follows. Define m
(i)
it = 1, 1 ≤ t ≤ n. For 1 ≤ s ≤ n, but s 6= i

m
(i)
st =


1, t = s

−1, t = i

0, otherwise.

Let CT = (c0, c1, . . . , cn) be a valid ciphertext for x = (x1, . . . , xn). Define ξi =

Mix
T . Define Wi = (d

(i)
0 , d

(i)
1 , . . . , d

(i)
n ) as follows. For all j, define

d
(i)
j =

{
c0, if j = 0∏n
k=1 c

m
(i)
jk

k , otherwise.

Then Wi is a pseudo-ciphertext for ξi.

Proof. We provide details for i = 1 – the general case is similar. Observe that by
applying M1 to xT one obtains ξ1 = (

∑n
l=1 xl, x2−x1, . . . , xn−x1). We also note

that M1(γ1, . . . , γn)T = (
∑n
l=1 γl, γ2−γ1, . . . , γn−γ1). By an easy computation:

γ1
∑

γl + γ2(γ2 − γ1) + . . .+ γn(γn − γ1) = δ2 (mod q).

Let (gψδ1 , gφx1

0 gψγ11 , . . . , gφxn

0 gψγn1 ) be a valid ciphertext for x. From this, we
compute a pseudo-ciphertext for ξ1 as

W1 = (gψδ1 , g
φ
∑
xl

0 g
ψ
∑
γl

1 , g
φ(x2−x1)
0 g

ψ(γ2−γ1)
1 , . . . , g

φ(xn−x1)
0 g

ψ(γn−γ1)
1 ).

Let a ciphertext for y = (y1, . . . , yn) be given as

CTy = (c0, c1, . . . , cn) =
(
gψ̃δ1 , gφ̃y10 gψ̃γ11 , . . . , gφ̃yn0 gψ̃γn1

)
.

Suppose we run Test with CTy and W1. It is easy to see that:

e(c0, g
φ
∑
xl

0 g
ψ
∑
γl

1 )
∏n
l=2 e(cl, g

φ(xl−x1)
0 g

ψ(γl−γ1)
1 )

e(gψ̃δ1 , gψδ1 )
= e(g0, g0)φφ̃(y·ξ1)

= 1

if and only if y is orthogonal to ξ1, except with negligible probability. ut

Corollary 1. By querying the vector x = (1/n, . . . , 1/n), one can obtain the
pseudo-ciphertexts for each of the unit vectors ei = (0, . . . , 0, 1, 0 . . . , 0) (1 in the
ith place), 1 ≤ i ≤ n.
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In the following theorem we describe the attack for general n.

Theorem 6. Suppose in the proposed PR scheme of [28] the adversary is al-
lowed to make one query for any message of its choice. Then, given a valid
ciphertext for any unknown message (x1, . . . , xn), the adversary can extract the
tuple of elements (η; ηφ

′x1 , . . . , ηφ
′xn) for some η belonging to the order-p sub-

group of GT and φ′ ∈ ZN .

Proof. Let (d0, d1, . . . , dn) = (gψδ1 , g
φ/n
0 gψγ11 , . . . , g

φ/n
0 gψγn1 ) be the ciphertext

for the queried message (1/n, . . . , 1/n). A ciphertext CTx for some unknown
x = (x1, . . . , xn) is given to the adversary, where CTx = (c0, c1, . . . , cn) =(
gψ̃δ1 , gφ̃x1

0 gψ̃γ11 , . . . , gφ̃xn

0 gψ̃γn1

)
.

Notice that the unit vector ei can be written as ei = Mi(1/n, . . . , 1/n)T .

From Lemma 4, the adversary can compute Wi = (w
(i)
0 , w

(i)
1 , . . . , w

(i)
n ), a pseudo-

ciphertext for ei as

Wi =
(
gψδ1 , g

ψ(γ1−γi)
1 , . . . , g

ψ(γi−1−γi)
1 , gφ0 g

ψ(
∑
γj)

1 , g
ψ(γi+1−γi)
1 , . . . , g

ψ(γn−γi)
1

)
.

The adversary further computes
(∏n

l=1 e(cl, w
(i)
l )
)
/e(c0, w

(i)
0 ) = e(g0, g0)φφ̃xi .

In a similar fashion, the adversary obtains a tuple over the order-p subgroup of

the target group GT as Ω =
(
e(g0, g0)φφ̃x1 , . . . , e(g0, g0)φφ̃xn

)
. The adversary

now computes η := (
∏n
i=1 e(di, di)) /e(d0, d0) = e(g0, g0)φ

2/n. Rewriting Ω as

powers of η, s/he gets Ω = (ηφ
′x1 , . . . , ηφ

′xn). Hence the result. ut

As already pointed out for the n = 2 case, the above argument shows that the
adversary is capable of extracting a lot of information from the ciphertext of any
unknown message vector x. Recall that the fundamental reason for having PPTag
in symmetric setting is to prevent the adversary from being able to test whether
a ciphertext of some unknown message satisfies a certain property and thereby
learn some non-trivial information about the message. Given Ω the adversary
can precisely do that and thus the scheme in [28] defeats the very purpose of
symmetric key property preserving encryption.

6 Concluding Remarks

In this work we perform a comprehensive (crypt)analysis of property preserv-
ing symmetric encryption. On the definitional front, we revisit the FtG and LoR
separation result in [28]. To do that we show equality property captures prop-
erty Pqr used in the separation results and provide a simple construction for
equality property to demonstrate that the separation results are non-vacuous.
Based on the security attributes of our construction and its generalization we
raised the pertinent question of whether the separation results actually indicate
any real world difference between the two notions of security and argue for a
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property specific study of the security notions. Continuing further in this di-
rection, we see that an LoR-secure scheme may be constructed from a so-called
weaker FtG-secure one for orthogonality. We demonstrate several attacks on the
PPTag scheme for testing orthogonality from [28] refuting the claim that the
scheme is provably secure. Our main attack successfully unmasks the subgroup
elements where the message vector is mapped to and thereby points to greater
vulnerability beyond the notion of indistinguishability.
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Appendix A

We first argue the separation result for polynomial size message space and use
it to prove the general case.

A.1 Separation Result for Polynomial Size Message Space

Let M = {αi | 1 ≤ i ≤ l} be the message space and each αi can be represented
by a z-bit string where z = dlog2 le. We argue the separation result FtG 9LoR
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for equality property in the case where l is polynomial in security parameter.
Let Π be an FtG secure PPTag scheme for equality over M. From this scheme
we construct another scheme Π ′ for realizing the same property as follows.

1. Π ′ · Setup(1λ): The public parameters for Π ′ are exactly those of Π. The
secret key SK ′ of Π ′ comprises of that of Π and a set of binary strings
{ti | 1 ≤ i ≤ l}, where each ti is of length z and chosen independently and
uniformly at random.

2. Π ′ · Encrypt(PP, SK,m): Suppose m = αi; the algorithm chooses a random
bit b and the output is defined as

Π ′.Encrypt(PP, SK ′,m) =

{
(Π.Encrypt(PP, SK,m), b, ti), if b = 0,

(Π.Encrypt(PP, SK,m), b, ti ⊕ αi), o.w.

3. Π ′.Test(CT1, CT2, PP ): Same as that of Π, where only the relevant parts of
the ciphertexts are used.

Lemma 5. The scheme Π ′ is not FtG secure implies Π is not FtG secure.

Proof. Consider a valid FtG adversary for Π ′, denoted by A. We describe how an
FtG adversary B for Π, with same advantage as that of A and which internally
uses A, can be constructed.
(i). B forwards to A whatever is received from its own challenger as public
parameters of Π and initializes an empty table T .
(ii). Whenever A makes an encryption query for m = αi, 1 ≤ i ≤ l, B forwards
it to the simulator of Π. On receiving ct from the simulator, B checks whether
the same query was made earlier or not. If the query is made for the first time,
then it chooses t ∈R {0, 1}z, sets ti = t and updates the table T with {(i, ti)}.
Else, B reuses corresponding ti from T . Finally B chooses a random bit b and
forwards to A

CT =

{
(ct, b, ti), if b = 0,

(ct, b, ti ⊕ αi), if b = 1.

(iii). After a certain number of encryption queries A outputs the challenge
(m∗0,m

∗
1). Two cases arise with respect to the challenges, which we describe

below.
Case 1: The challenge messages m∗0 and m∗1 are equal.
Case 2: The challenge messages m∗0 and m∗1 are different. In this case, the
adversary cannot make encryption query for these two messages.
B forwards (m∗0,m

∗
1) to the simulator of Π and gets ct∗. If the challenge

messages are equal (Case 1), then (ct∗, b, val) may be computed by B in the
same way as it responses to the encryption queries. If the challenge messages
are different (Case 2), then none of m∗0 and m∗1 have been queried previously.
B returns (ct∗, b, t∗), where b ∈R {0, 1} and t∗ ∈R {0, 1}z. Let αj ∈ {m∗0,m∗1}
be the unknown message chosen by the simulator of Π. The strategy adopted
by B gives a perfect simulation. This is because if b = 0 then t∗ can be set as tj
whereas for b = 1, t∗ can be set as tj ⊕ αj .
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(iv). B follows the same strategy of step (ii) above to answer all the subsequent
encryption queries of A.
(v). When A outputs a bit b′ and halts, so does B.

Notice that all the ciphertexts which B computes for forwarding to A are
properly distributed. B is a polynomial time algorithm and provides a perfect
simulation. Hence, advantage of B is equal to that of A. ut

Lemma 6. There is an LoR adversary for the scheme Π ′ with non-negligible
advantage.

Proof. A valid LoR adversary sets as u challenges the same pair of the form
(m0,m1), with m0 6= m1. Equality pattern is clearly preserved between the left
and right sequences. If the challenger outputs two ciphertexts for which the
b-values are distinct, then the adversary can immediately distinguish the two
sequences. The advantage will be 1− 2−u+1. ut

The strategy outlined in the above proof can be used to prove Lemma 2.

A.2 Proof of Lemma 1

Recall that in the FtG game A makes a polynomial number of encryption oracle
query mi, 1 ≤ i ≤ q, and a single challenge query (m∗0,m

∗
1) maintaining the

equality pattern. Two cases arise depending upon whether the challenge mes-
sages m∗0 and m∗1 are equal or not. If m∗0 = m∗1 then it is easy to see that any
advantage of A against Π ′ translates into the same advantage against Π. Hence,
we consider the case when m∗0 6= m∗1. Note that in this case none of the queries
to the encryption oracle mi is equal to m∗b , for b ∈ {0, 1}. Otherwise, the equality
pattern of the two sequences will be different allowing A to trivially distinguish.

Let Game0 correspond to the queries (m1, . . . ,mi,m
∗
0,mi+1, . . . ,mq) while

Game1 to queries (m1, . . . ,mi,m
∗
1,mi+1, . . . ,mq) made by the adversary. Sup-

pose A can distinguish whether it is playing Game0 or Game1 with a non-
negligible advantage εΠ′ . The proof will proceed through a hybrid argument.
Given an adversary A against Π ′ we construct a series of four games and then
show that if A can distinguish between any two consecutive games then we can
construct either a PRF adversary against F or an FtG adversary against Π.

Game0 The challenger runs the Setup algorithm of Π ′ and gives the PP to A
and keeps the secret key SK ′ = (SK, k) to itself. The challenger computes the
ciphertext corresponding to (m1, . . . ,mi,m

∗
0,mi+1, . . . ,mq) using SK ′ as per the

encryption algorithm of Π ′ and give them to A.

GameA The challenger runs the Setup algorithm of Π and gives the PP to A
and keeps the secret key SK of Π to itself. Note that the challenger does not
generate the PRF key k; instead it will maintain a table T = 〈xi, yi〉 where xi
and yi are two z-bit strings. The first entry in each row of T corresponds to the
messages queried by A while the second entry is a random bit-string. The table
is initially empty. Whenever A makes an encryption query for a message x, the
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challenger first checks whether there is a corresponding entry in T. If not, it
chooses a random z-bit string y and enters (x, y) in the table T sorted according
to the first entry.Amakes encryption queries for (m1, . . . ,mi,m

∗
0,mi+1, . . . ,mq).

To answer the query of A for a message, say x, the challenger computes the
ciphertext of Π on x and then uses the corresponding random string y from
the entry (x, y) in T to create a ciphertext of Π ′. Note that A makes at most q
encryption oracle queries and a single challenge query. So the size of T is O(q)
and hence the challenger can consistently respond to all the queries of A.

Claim 7. If A can decide with a non-negligible advantage whether it is playing
Game0 or GameA then we can construct a PRF distinguisher with the same
advantage.

Recall that in the PRF security game we are provided with an oracle which
is either a function from the PRF family or a random function. In the former
case the challenger will be playing Game0 while in the latter case it’ll be playing
GameA. Hence, any advantage of A in distinguishing between the two games
translate into the same advantage of the challenger in breaking the PRF security.

Game1 (resp. GameB) will be identical to Game0 (resp. GameA) except the fact
that A now queries with (m1, . . . ,mi,m

∗
1,mi+1, . . . ,mq). An identical argument

as in the claim above establishes that any advantage of A in deciding whether
it is playing Game1 or GameB translates into the same PRF advantage for the
challenger.

Note that the only difference in GameA and GameB is in the challenge ci-
phertext (corresponding to m∗0 and m∗1). The challenge is computed by calling
the encryption algorithm of Π and appending either a random bit string or
a one-time encryption of m∗b (using that random string). Hence, an adversary
distinguishing between GameA and GameB can be converted into an adversary
breaking the FtG security of Π. As there are only polynomial many queries, this
case is the same as the one where there are only small (polynomial in λ) number
of messages. This case can be easily handled by using random strings. We have
already given the analysis in the proof of Lemma 5.

Appendix B

Here, we examine the hierarchy among FtG classes for equality property. In
particular, for this property we show that FtGη 9 FtGη+1. As before, we start
with any PPTag scheme Π which is FtGη secure and derive another PPTag
scheme Π ′ which is FtGη secure but not FtGη+1 secure. Let M = {α1, . . . , αl}
be the message space and each αi can be represented by a z-bit string where
z = dlog2 le.

1. Π ′.Setup(1λ): The public parameters for Π ′ are precisely those of Π. The
secret key SK ′ of Π ′ comprises of those of Π and a set of l × η randomly
chosen z-bit integers represented as a matrix ((ti,j)), where 1 ≤ i ≤ l and
1 ≤ j ≤ η. For 1 ≤ k ≤ l, set Tk = tk,1 ⊕ . . .⊕ tk,η ⊕ αk.
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2. Π ′.Encrypt(PP, SK,m): Suppose m = αi; the algorithm chooses a random
integer b ∈ [1, η + 1]. The output of the algorithm is defined as

Π ′.Encrypt(PP, SK ′,m) = (Π.Encrypt(PP, SK,m), b, val),

where

val =

{
ti,b, if 1 ≤ b ≤ η,
Ti, otherwise.

3. Π ′.Test(CT1, CT2, PP ): Same as that of Π, where only the relevant parts of
the ciphertexts are used.

We next prove that Π ′ is FtGη secure, but not FtGη+1 secure, thus proving
hierarchy among FtG classes for equality property.

Theorem 8. The scheme Π ′ is not FtGη+1 secure but is FtGη secure.

Proof. We first show that if the scheme Π ′ is not FtGη secure then Π is not FtGη

secure. Let AΠ be an FtGη adversary which internally runs AΠ′ , an FtGη adver-
sary for Π ′, while interacting with the challenger BΠ . The adversary AΠ′ makes
queries interleaved with challenges. The adversary AΠ forwards each query to
BΠ . The response received from BΠ is processed by AΠ to prepare an appropri-
ate response to AΠ′ .
AΠ initializes an l×(η+1) empty matrix T = ((ti,j)) for storing z-bit strings.

We describe how AΠ interacts with BΠ while internally running AΠ′ .
At the beginning, AΠ chooses a bit β at random.

A. Suppose AΠ′ makes an encryption query for m = αi, AΠ forwards it to BΠ
and obtains the ciphertext ct. If the i-th row in T is empty, AΠ fills values ti,j
for 1 ≤ j ≤ η with random z-bit strings and sets ti,η+1 = ti,1⊕ . . .⊕ ti,η⊕αi.
Finally, AΠ chooses b ∈ [1, η + 1] at random and returns (ct, b, ti,b) to AΠ′ .

B. When AΠ′ makes the k-th challenge query (m∗0,k,m
∗
1,k), AΠ forwards the

challenge to BΠ and obtains ciphertext ct∗k.Two cases arise.
Case 1. Suppose m∗0,k = m∗1,k. This case may be handled by AΠ in a

fashion similar to handling encryption queries described above.
Case 2. Suppose m∗0,k 6= m∗1,k. Notice that, by the rule of the game AΠ′

has to maintain the equality pattern. So none of the two messages could
have been queried for encryption. Suppose m∗β,k = αj for some j ∈ [1, l],
where β is the bit chosen by AΠ at the beginning. If the the jth row of
T is empty then AΠ fills up that row with random z-bit strings. Finally
AΠ forwards (ct∗k, b, tj,b) for random b ∈ [1, η + 1] to AΠ′ .

C. When AΠ′ outputs a bit b′ and halts, so does AΠ .

Notice that the above strategy gives a perfect simulation. This is because in
the FtGη game the adversary is allowed only η challenge queries whereas each
row in T has η + 1 columns (and as many unknowns).

Next, we describe a strategy for FtGη+1 adversary. Suppose that the adver-
sary sees all possible b values in the responses for the η + 1 challenges. This
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happens with probability (η+ 1)!/((η+ 1)(η+1)). In that case the adversary wins
with probability one. Otherwise, there are more unknowns than equations. So
the best the adversary can do is to output a random bit, where he wins with
probability half. Thus the probability of adversary winning FtGη+1 game is

1

2
+

(η + 1)!

(η + 1)(η+1)
.

ut
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