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Abstract

It is well known that if the higher half bits of a prime factor are known or the
secret key is small enough then the RSA cryptosystem is broken (e.g. [Coppersmith,
J. Cryptology, 1997] and [Boneh-Durfee, Eurocrypt’99]). Recently, Sarkar-Maitra-
Sarkar [Cryptology ePrint Archiv, 2008/315] proposed attacks against RSA under
the conditions that the higher bits of a prime factor is known and the secret key
is small. In the present paper, we improve their attacks to be effective for larger
secret keys.

1 Introduction

The RSA cryptosystem [14] is famous as a public key cryptosystem based on the integer
factorization problem. While there have been algorithms to factor integers such like the
number sieve methods and the elliptic curve algorithm, their computational tasks are still
far from polynomial time in general. However, it is known that the RSA can be broken
in polynomial time under special conditions. For example, Coppersmith [5] and Boneh
et al [3] found polynomial time algorithms to factor n = pq when the higher or lower
half bits of p are known (see also [7] and [8] for the recent works of factoring with known
bits). On the other hand, Wiener [17], Boneh-Durfee [2] and Blömer-May [1] found that
if the secret key d in the RSA is small enough (d < n0.292···) then n can be factored in
polynomial time. Recently, Sarkar-Maitra-Sarkar ([12] and [15]) proposed attacks on the
RSA under the conditions that the higher bits of p are known and the secret key is small.
Their result is as follows.

Claim 1. (Sarkar-Maitra-Sarkar, [15]) Let n = pq be an integer with two primes p, q.
Suppose that p, q < cn1/2 with a small c > 1 and there exists a known integer p1 such that
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|p − p1| < nα with 1/4 ≤ α ≤ 1/2. Denote by d, e respectively the secret and the public
keys of the RSA cryptosystem modulo n, namely it holds that ed ≡ 1 mod (p− 1)(q − 1).
Suppose that e < n and d < nδ with 0 ≤ δ ≤ 1. If

δ < 1−√α,

then n can be factored in polynomial time of log n.

The bound δ < 1− 1/
√

2 = 0.292 · · · for α = 1/2 is just same to Boneh-Durfee’s one
in [2], and it is larger for smaller α. The aim in the present paper is to improve its bound
as follows.

Claim 2. Let n, p, q, p1, e, d, α, δ be as given in Claim 1. Put q1 := bn/p1c and fix integers
a, b < nγ such that 0 ≤ γ ≤ 1/2− α and |q1/p1 − b/a| < nα−1/2. If

δ <





α +
3

2
γ +

3

4
−

√(
2α− 1

2
+ γ

)(
2α +

7

3
γ +

5

6

)
, (36α + 10γ ≤ 17),

1 + γ −
√

(1 + γ)

(
2α− 1

2
+ γ

)
, (36α + 10γ ≥ 17).

then n can be factored in polynomial time of log n.

When we take a := bp1/n
αc and b := bq1/n

αc (γ = 1/2− α), the bound is

δ <





3

2
− 1

2
α−

√
α

(
2− 1

3
α

)
, (α ≤ 6/13),

3

2
− α−

√
α

(
3

2
− α

)
, (α ≥ 6/13).

(1.1)

If a, b can be taken smaller, the bound of δ is larger. It is known that, if b/a is an
approximation of q1/p1 by the continued fraction, then it holds that∣∣∣∣

q1

p1

− b

a

∣∣∣∣ <
1

a2
(see Theorem 164 in [6]).

Thus a, b can be taken much smaller than n1/2−α, especially close to or less than n1/4−α/2

for many cases. The bound of δ for γ = 1/4− α/2 is

δ <





1

4

(
α +

9

2
−

√(
2α− 1

3

)
(10α + 17)

)
, (α ≤ 29/62),

1

4

(
5− 2α−

√
(5− 2α)(6α− 1)

)
, (α ≥ 29/62).

(1.2)

In 2002, Weger [16] proposed an attack when |p− q| < nα and

δ <
1

6

(
4α + 5− 2

√
(4α− 1)(4α + 5)

)
,

2− 4α < δ < 1−
√

2α− 1

2
.



On small secret key attack against RSA 3

This situation is same that p1 = b√nc and a = b = 1, namely γ = 0. The bound of δ in
Claim 2 for γ = 0 is as follows.

δ <





α +
3

4
−

√(
2α− 1

2

)(
2α +

5

6

)
, (α ≤ 17/36),

1−
√

2α− 1

2
, (α ≥ 17/36).

(1.3)

While (1.3) does not completely cover Weger’s bound, the difference is slight and (1.3) is
effective also for the cases of (a, b) = (2, 1), (3, 2), (5, 3), etc.

In the following figure, we summarize the bounds (1.1), (1.2), (1.3) and those in [5],
[17], [2], [16] and [15]. Note that the difference between the bounds of [16] and (1.3) is
too slight to be drawn clearly in the following figure.
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The approach of our attack is similar to Boneh-Durfee’s [2] and Sarkar-Maitra-Sarkar’s
[15] ones using the LLL algorithm. The difference is the choice of unknown parameters
and the polynomials to be solved; Sarkar-Maitra-Sarkar used equations of two variables,
but we use equations of three variables with a condition.

2 Preparations

The main tool in this paper is the LLL algorithm proposed in [11]. In this section, we
give some preparations for our approaches.
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2.1 Howgrave-Graham’s lemma

Let h(x, y, z) be a polynomial of (x, y, z) with integer coefficients and at most w mono-
mials. Denote by ||h(x, y, z)|| the square root of the sum of squares of the coefficients
in h(x, y, z). Suppose that there exist integers x0, y0, z0 and positive integers X,Y, Z,M
such that

h(x0, y0, z0) ≡ 0 mod M, with |x0| < X, |y0| < Y, |z0| < Z,

||h(xX, yY, zZ)|| < M/
√

w.

Howgrave-Graham’s lemma [9] claims that h(x0, y0, z0) = 0 holds over integers.

2.2 LLL reduction

Let n1, n2 ≥ 1 be integers with n1 ≥ n2 and {u1, · · · , un2} a set of linearly independent
vectors in Rn1 . Denote by L the lattice generated by {u1, · · · , un2} and

det (L) :=

n2∏
i=1

||u∗i ||,

where {u∗i } is the set of vectors given by the Gram-Schmit orthogonalization and || ∗ || is
the Euclidean norm. Note that, if n1 = n2, det L coincides the determinant of the square
matrix (u1, · · · , un2). The LLL algorithm [11] finds vectors b1, b2 such that

||b1|| ≤2
n2−1

4 (det L)
1

n2 , ||b2|| ≤ 2
n2
4 (det L)

1
n2−1

in polynomial time of n1, n2 and the logarithms of the entries in (u1, · · · , un2).

3 Small secret key attack

3.1 Setting the base polynomial

First recall the notations.
Let n = pq be an integer with two primes p, q, and e, d integers with ed ≡ 1 mod

(p− 1)(q − 1). Suppose that p, q < cn1/2 with a small c > 1. By the definitions of e, d,
we see that there exists an integer k such that

k(n + 1− p− q)− 1 ≡ 0 mod e. (3.1)

Note that Boneh-Durfee [2] used the equation

x(−y + n + 1)− 1 ≡ 0 mod e

with a solution (x, y) = (k, p + q) in their original attack.
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Let p1 be an integer with |p−p1| < nα (1/4 ≤ α ≤ 1/2). Put q1 := bn/p1c, p2 := p−p1

and q2 := q − q1. We see that |p2|, |q2| < nα. Note that Sarkar-Maitra-Sarkar [15] used
the equation

x(−y + n + 1− p1 − q1)− 1 ≡ 0 mod e

with a solution (x, y) = (k, p2 + q2) in their small secret key attack.
Let a, b be integers with |q1/p1 − b/a| < nα−1/2 and a, b < nγ (0 ≤ γ ≤ 1/2− α). Put

∆0 := aq2 + bp2. Since n = pq = (p1 + p2)(q1 + q2), we have

a(n− p1q1) =aq2(p1 + p2) + aq1p2

=(p1 + p2)∆0 + ap1p2(q1/p1 − b/a)− bp2
2

=p1∆0 + O(n2α+γ).

This means that
∣∣∣∣∆0 −

⌊
a(n− p1q1)

p1

⌋∣∣∣∣ = O
(
n2α−1/2+γ

)
.

Put ∆ := ∆0 − ba(n − p1q1)/p1c = aq2 + bp2 − ban/p1c + aq1. Then the relation n = pq
with unknown p, q < cn1/2 is written by

bp2
2 = p2∆ + p1∆ + (ban/p1c − bp1)p2 + (p1ban/p1c − an) (3.2)

with unknown p2 = O(nα), ∆ = O(n2α−1/2+γ).
Now, multiplying −a to the both hand sides of (3.1) and substituting aq2 = ∆− bp2 +

ba(n− p1q1)/p1c, we have

k (∆ + (a− b)p2 − an + ap1 + ban/p1c − a) + a ≡ 0 mod ae.

Thus, when we put

f(x, y, z) := bx (y + (a− b)z + N1) + ab, (3.3)

where N1 := −an + ap1 + ban/p1c − a, it holds that f(k, ∆, p2) ≡ 0 mod abe.
In our attack, we will use the equations f(x, y, z) ≡ 0 mod abe and

bz2 = yz + p1y + M1z + M2, (3.4)

where M1 := ban/p1c − bp1 and M2 := p1ban/p1c − an.

3.2 Process of the attack

Step 1. Fix an integer m ≥ 1 and construct a set of polynomials {FI(x, y, z)}I by using
f(x, y, z) such that FI(k, ∆, p2) ≡ 0 mod (abe)m holds for any I.
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Step 2. Generate a lattice L by the vectors whose entries are the coefficients of
{FI(xX, yY, zZ)}I where X = O(nδ), Y = O(n2α−1/2+γ) and Z = O(nα).
Step 3. Apply the LLL algorithm to the lattice L to get small vectors b1, b2. Denote by
h1(x, y, z) and h2(x, y, z) the polynomials corresponding to b1 and b2 respectively.
Step 4. Find a solution (x0, y0, z0) of h1(x, y, z) = 0, h2(x, y, z) = 0 and bz2 = yz + p1y +
M1z + M2 such that |x0| < X, |y0| < Y and |z0| < Z.

In Step 4, one sometimes takes resultants among polynomials to reduce the number
of variables. Then, in our attack, we must assume that such resultants do not vanish.

Due to the LLL algorithm and Howgrave-Graham’s lemma, we see that this attack
will work effectively when

2n2/4 (det L)
1

n2−1 < (abe)m/
√

w. (3.5)

From the following subsection, we construct {FI(x, y, z)}I and discuss when the in-
equality (3.5) holds.

3.3 Generating the polynomials and the lattice

For simplicity, we write

g(x, y, z) = lc{gi(x, y, z) | i ∈ I}
when g(x, y, z) is a linear combination of {gi(x, y, z) | i ∈ I}.

Let m ≥ 1 be an integer and

F
(s)
l,i,j(x, y, z) :=(abe)m−lxiyjzsf l(x, y, z),

where the parameters {l, i, j, s} are taken by
{

0 ≤ l ≤ m, 0 ≤ i ≤ m− l, j = 0, s = 0, 1,

0 ≤ l ≤ m, i = 0, s = 0, 1, 1 ≤ j ≤ tl,s,

where tl,0, tl,s are integers depending on l and m. Since f(k, ∆, p2) ≡ 0 mod abe, (x0, y0, z0) =

(k, ∆, p2) is a common solution of F
(s)
l,i,j(x, y, z) ≡ 0 mod (abe)m. Such polynomials are of

three variables x, y, z. Now, remember (3.4) that

bz2 = yz + lc{y, z, 1}.
Then we have

b2z3 = (bz)(bz2) =y(bz2) + lc{yz, bz2, z} = y2z + lc{y2, yz, y, z, 1}.
Recursively, we can obtain

bl−1zl = yl−1z + lc{yl−1, yiz, yi | 0 ≤ i ≤ l − 2} (3.6)

for any l ≥ 2. This means that, using such relations between y and z, we can express

F
(s)
l,i,j(x, y, z) = lc

{
xl1yl2z, xl1yl2 | 0 ≤ l1 ≤ l + i, 0 ≤ l2 ≤ l + j

}
.

Thus we take the lattice L by the coefficients in such expressions of F
(s)
l,i,j(x, y, z).
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3.4 Estimating δ by the full rank lattice

First, we study the case when tl,0 = tl,1 = t and t does not depend on l. Such a choice
of tl,0, tl,1 does not give the bound of δ in Claim 2 but gives a bound corresponding to
Boneh-Durfee’s first bound δ < 0.284 · · · (see [2]).

By the definition of f and the condition (3.6), we have

f l(x, y, z) =blxlyl + lc{blxl1yl2zl3 | 0 ≤ l2 + l3 ≤ l1 ≤ l, (l1, l2) 6= (l, l)}
=blxlyl + lc{xl1yl2z, xl1yl2 | 0 ≤ l2 ≤ l1 ≤ l, (l1, l2) 6= (l, l)}. (3.7)

Similarly, we obtain

zf l(x, y, z) =zblxl(y + (a− b)z)l + lc{blxl1yl2zl3+1 | 0 ≤ l2 + l3 ≤ l1 < l}

=xl

l∑
i=0

(
l

i

)
yl−i(a− b)iblzi+1 + lc{blxl1yl2zl3+1 | 0 ≤ l2 + l3 ≤ l1 < l}

=xl

l∑
i=0

(
l

i

)
yl−i(a− b)ibl−iyiz

+ lc
{
xlyl, xl1yl2z, xl1yl2 | 0 ≤ l2 ≤ l1 ≤ l, (l1, l2) 6= (l, l)

}

=alxlylz + lc
{
xlyl, xl1yl2z, xl1yl2 | 0 ≤ l2 ≤ l1 ≤ l, (l1, l2) 6= (l, l)

}
. (3.8)

Due to (3.7) and (3.8), we see that L is expressed by a triangle matrix with diagonal
entries {(ae)m−lbmX l+iY l+j, (be)m−lamX l+iY l+jZ}l,i,j.

amxmym+tz bmxmym+t · · · amxmymz bmxmym ambexmym−1z abmexmym−1 · · ·
F

(1)
m,0,t 1 ∗ · · ·

F
(0)
m,0,t 0 1 ∗
..
.

..

.
..
.

. . .

F
(1)
m,0,0 1 ∗ ∗ ∗ · · ·

F
(0)
m,0,0 1 ∗ ∗ · · ·

F
(1)
m−1,1,0 1 ∗ · · ·

F
(0)
m−1,1,0 0 0 1

..

.
. . .

Thus the determinant of L is calculated by

det L =
m∏

l=0

[
m−l∏
i=0

(
bm(ae)m−lX l+iY l

) (
am(be)m−lX l+iY lZ

)

×
t∏

j=1

(
bm(ae)m−lX lY l+j

) (
am(be)m−lX lY l+jZ

)
]
.
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Recall that a, b < nγ, e < n, |X| < nδ, |Y | < n2α−1/2+γ and |Z| < nα. Then we have

1

m3
logn(| det L|) <

(
2

3
+ T

)
(1 + γ) + (1 + 2T )γ +

(
2

3
+ T

)
δ

+

(
1

3
+ T + T 2

)(
2α− 1

2
+ γ

)
+ O(m−1),

where T := t/m. Since n1 = n2 = (1 + 2T )m2 + O(m), the inequality (3.5) holds when

(
2α− 1

2
+ γ

)
T 2 −

(
3

2
− 2α− δ

)
T +

1

3

(
2α− 3

2
+ 2δ

)
< O(m−1).

Ignoring the right hand side and taking T = (3/2− 2α− δ)/2(2α− 1/2 + γ) to minimize
the left hand side, we can obtain the bound

δ <
1

6

(
5 + 4α + 8γ − 2

√
(4α− 1 + 2γ)(5 + 4α + 8γ)

)
. (3.9)

Note that the bound above coincides δ < 0.284 · · · when α = 1/2 and γ = 0.

3.5 Improved bound

In this subsection, we will improve (3.9) and get the bound in Claim 2 corresponding to
Boneh-Durfee’s δ < 0.292 · · · ([2]). To get its bound, they used a lattice not given by
a square matrix. While it is not easy to estimate the determinant of such a lattice in
general, they estimate it by using the “geometrically progressive matrix”. It has been
used also in [4], [10], [16], [15] etc. However, it cannot be used directly in our work, since
the structures of polynomials and the lattice are different. Then we will estimate the
determinant by the elimination, not by the “geometrically progressive matrix”.

First, due to (3.7) and (3.8), we see that {F (0)
l,i,0, F

(1)
l,i,0 | 0 ≤ l ≤ m, 0 ≤ i ≤ m − l} is

reduced to {bm(ae)m−lxl+iyl, am(be)m−lxl+iylz}l,i by the elimination.

Next, study F
(s)
l,0,j. By the definition of f and the relation (3.4), we have

f(x, y, z) =b(xy + a) + lc{xz, x},
zf(x, y, z) =az(xy + b) + lc{f, xz, x, z, 1}.

This gives that

yjf l =f
(
yjf l−1

)
= byj(xy + a)f l−1 + lc{xyjzf l−1, xyjf l−1}, (3.10)

yjzf l =zf
(
yjf l−1

)

=ayjz(xy + b)f l−1 + lc{yjf l, xyjzf l−1, xyjf l−1, xyjf l−1}. (3.11)

Recall that

xy =lc{f, xz, x, 1}, xyz = lc{zf, f, xz, x, z, 1}.
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Then we have

xy2 = y(xy) =lc{yf, xyz, xy, y} = lc{yf, zf, f, y, xz, x, z, 1},
xy2z = y(xyz) =lc{yzf, yf, xyz, xy, yz, y} = lc{yzf, yf, zf, f, yz, y, xz, x, z, 1}.

Recursively we can obtain

xyj =lc{yj−1f, yj−1, yj1zf, yj1f, yj1z, yj1 , xz, x | 0 ≤ j1 ≤ j − 2}, (3.12)

xyjz =lc{yj1zf, yj1f, yj1z, yj1 , xz, x | 0 ≤ j1 ≤ j − 1} (3.13)

Substituting the aboves into (3.10) and (3.11), we get

yjf l =byj(xy + a)f l−1 + lc{yj1zf l, yj1f l, yj1zf l−1, yj1f l−1,

xl1yl2z, xl1yl2 | 1 ≤ j1 ≤ j − 1, 0 ≤ l2 ≤ l1 ≤ l},
yjzf l =ayjz(xy + b)f l−1 + lc{yjf l, yjf l−1, yj1zf l, yj1f l, yj1zf l−1, yj1f l−1,

xl1yl2z, xl1yl2 | 1 ≤ j1 ≤ j − 1, 0 ≤ l2 ≤ l1 ≤ l}.

yjzf l yjf l yjf l−1 yj−1zf l · · · yj−1f l−2 · · · xl1yl2zs(l2 ≤ l1)

ayjz(xy + b)f l−1 1 ∗ ∗
byj(xy + a)f l−1 0 1 0 ∗ · · · ∗
byj(xy + a)f l−2 0 0 1

ayj−1z(xy + b)f l−1 1 ∗
.
.. 0 . . . ∗

byj−1(xy + a)f l−3 0 1

..

.
..
.

..

.
. . .

This means that, if

tl−1,0 ≤ tl,0 ≤ tl−1,1 + 1, tl−1,1 ≤ tl,1 ≤ tl−1,0, (3.14)

then
{

F
(0)
l,0,j, F

(1)
l,0,j, b

m(ae)m−lxl+iyl, am(be)m−lxl+iylz
}

l,i,j

is reduced to
{

F
(0)
0,0,j, F

(1)
0,0,j, (ae)−1(xy + a)F

(0)
l−1,0,j,(be)

−1(xy + b)F
(1)
l−1,0,j,

bm(ae)m−lxl+iyl, am(be)m−lxl+iylz
}

l,i,j

by the elimination. Of course, the determinants of two lattices corresponding to the sets
of polynomials above are same. Repeating such operations, we can reduce it to

{
(ae)m−lbmyj(xy + a)l, (be)m−lamyj(xy + b)lz,

bm(ae)m−lxl+iyl, am(be)m−lxl+iylz
}

l,i,j
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with the same determinants. Thus the determinant of the corresponding lattice L is
estimated by

|det L| ≤
m∏

l=0

[
m−l∏
i=0

|ae|m−l|b|m|X|l+i|Y |l
tl,0∏
j=1

|ae|m−l|b|m(|XY |+ |a|)l|Y |j

×
m−l∏
i=0

|be|m−l|a|m|X|l+i|Y |l|Z|
tl,1∏
j=1

|be|m−l|a|m(|XY |+ |b|)l|Y |j|Z|
]

under the condition (3.14). Letting T1, T2 ≥ 0 such that tl,0, tl,1 = T1l + T2m + O(1), we
have

1

m3
logn | det L| <

(
2α− 1

2
+ γ

)(
1

3
T 2

1 + T1T2 + T 2
2

)
+

(
2

3
δ +

4

3
α + 2γ

)
T1

+

(
δ + 2α + 4γ +

1

2

)
T2 +

(
2

3
δ − 2

3
α + 2γ +

1

2

)
+ O(m−1).

Since n2 = (T1 + 2T2 + 1)m2 + O(m), the condition (3.5) holds when

(2α− 1/2 + γ)(T 2
1 + 3T1T2 + 3T 2

2 ) + (2δ + 4α− 3)T1

+ 3(δ + 2α− 3/2)T2 + 2δ + 2α− 3/2 < O(m−1). (3.15)

The condition (3.14) means that it must be T1 ≤ 1/2. Then, in order to minimize the left
hand side of (3.15), take T1, T2 as follows.

T1 =





3− 2δ − 4α

4α− 1 + 2γ
,

1

2

T2 =





0, (δ ≥ 7/4− 3α− γ/2) ,
7/4− 3α− γ/2− δ

4α− 1 + 2γ
, (δ ≤ 7/4− 3α− γ/2) .

The former (T1, T2) gives

7/4− 3α− γ/2 ≤ δ < 1 + γ −
√

(1 + γ)(2α− 1/2 + γ), (3.16)

and the later does

δ < α +
3

2
γ +

3

4
−

√(
2α− 1

2
+ γ

)(
2α +

7

3
γ +

5

6

)
. (3.17)

Combining (3.16) and (3.17), we get the bound in Claim 2.

4 Experiments

We tried our approach for (log2 n, α, δ) ∼ (1000, 0.4, 0.37) and (1000, 0.3, 0.5). The ma-
chine was with Windows 7 and Core-i7 2.67 GHz, and the LLL algorithm was by Pari/gp
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ver. 2.3.5 [13]. Computing the continued fractions of q1/p1, we found a, b with γ ∼ 0.05
and γ ∼ 0.1 respectively. We take m = 7, {tl,0}0≤l≤7 = {0, 1, 1, 2, 2, 3, 3, 3} and {tl,1} =
{0, 0, 1, 1, 2, 2, 3, 3} (w = 99) for the former case and m = 5, {tl,0}0≤l≤5 = {0, 1, 1, 2, 2, 2}
and {tl,1} = {0, 0, 1, 1, 2, 2} (w = 56) for the later case. Then the desired solutions were
found respectively with about 1 hour and 6 minutes computations for the LLL reductions.
Since the theoretical bounds in [15] are δ < 0.367 · · · for α = 0.4 and δ < 0.452 · · · for
α = 0.3, we see that our approach really gives an improvement of [15].

5 Conclusion

Wiener [17] and Boneh-Durfee [2] proposed attacks when the secret key is small enough,
and Sarkar-Maitra-Sarkar [15] proposed attacks for larger secret keys when higher bits of
a prime factor are known. We further improve their upper bound for the secret key as
described in Claim 2. Recall that our bound is larger as γ is smaller. This means that, if
the ratio q/p is approximated by a ratio between smaller integers, then larger secret keys
are required. Thus, in the process to choose prime factors p, q on RSA, one should check
approximations of q/p in some way, for example by the continued fractions.
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