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Abstract. This papet presents a new paradigm to realize cryptographic primi-
tives such as authenticated key exchange and key encapsulation wighdam
oracles under three assumptions: the decisional Diffie-Hellman (DB$)rap-
tion, target collision resistant (TCR) hash functions and a class of pseumiom
functions (PRFs)xPRFs, PRFs with pairwise-independent random sources. We
propose a (PKI-based) two-pass authenticated key exchange (@Kol that

is comparably as efficient as the existing most efficient protocols like NQY/
that is secure without random oracles (under these assumptiong)r@aicol is
shown to be secure in the (currently) strongest security definition, tieadad
Canetti-Krawczyk (eCK) security definition introduced by LaMacchiaytea
and Mityagin. We also show that a variant of the Kurosawa-Desmedtkesp-
sulation mechanism (KEM) usingPRF is CCA-secure under the three assump-
tions. This scheme is secure in a stronger security notion, the choskeieyb

and ciphertext attack (CPCA) security, with using a generalized TCR &TC
hash function in place of a TCR hash function. The proposed schenthisin
paper are validity-check-free and the implication is that combining them with
validity-check-free symmetric encryption (DEM) will yield validity-chefilee
(e.g., MAC-free) CCA-secure hybrid encryption.

1 Introduction

The most common paradigm to design practical public-keptogystems secure in
the standard model is to combine a trapdoor function (e ffieEHellman) and target
collision resistance (TCR) hash functions, where the sgdsmproven under a trapdoor
function assumption (e.g., DDH) and the TCR hash functicu@mption [1, 3, 9].

This paper introduces a new paradigm to design practicaliqpkby cryptosys-
tems, where a class pEeudo-random functiorl®RFs),rPRFs, PRFs with pairwise-
independent random sources, is employed in addition topald@ function (DH) and
target collision resistant (TCR) hash function.

The concept of a PRF was introduced by Goldreich, GoldwassgMicali [5], and
has been shown to exist if and only if a one-way function eXi5t6]. Therefore, the
existence of a pseudo-random function is one of the weakeshaptions, and it is one
of the most fundamental primitives in cryptography.

! This is a revised version of the extended abstract appeared in theeginge of Asiacrypt
2007 [15].



Since a target collision resistant (TCR) hash function (#edlightly more general
concept, a universal one-way hash function) have also beamrsto exist if and only
if a one-way function exists [14, 16], TCR hash function afiFRare the same level of
(the most) fundamental primitives in cryptography.

In practice, a well-designed efficient hash function can $sumed to be a TCR
hash function, and such a hash function with a random seegag af the input (or a
keyed hash function) can be assumed to be a PRF. Althougkiiterece of arPRF is
a stronger assumption than that of a PRF, a well-designemiesffihash function with
a random seed as a part of the input (or a keyed hash functi@t§o expected to be a
7PRF (with an index).

Authenticated key exchange (AKE) protocols have been sktely studied to en-
hance the security of the Diffie-Hellman (DH) key exchangatgeol, which was pro-
posed in 1976, because the DH protocol is not secure agamshan-in-the-middle
attack [2, 8,10-13, 17].

This paper presents a (PKI-based) two-pass AKE protocobffiers the following
properties:

1. its efficiency is comparable to those of MQV [11], HMQV [8]J&aCMQV [17] (our
scheme’s message size for one party is that of MQV plus tleed$ithree group el-
ements, and the computational complexity for a sessionmgacheme is around 4.3
group exponentiations, while that of MQV is around 2.2 grexponentiations),

2. the model for its security proof is not the random oracledetaunder the three
assumptions (DDH, TCR hash function an®RF), while the existing efficient
two-pass AKE protocols such as HMQV, NAXOS and CMQV are sedarthe
random oracle model,

3. its underlying security definition is (currently) themtigest one, the extended Canetti-
Krawczyk (eCK) security definition introduced by LaMacchiauter and Mitya-
gin [10],

4. its security proof reduction efficiency is better thanséaof previous protocols in
the random oracle model.

This paper also propose£&LA-secur&key encapsulation mechanism (KEM) under
these assumptions (DDH, TCR hash function aRF), which is a variant of the
Kurosawa-Desmedt KEM [9].

This scheme is secure in a stronger security notionghlesen public-key and ci-
phertext attack (CPCAdecurity, with using a generalized TCR (GTCR) hash function
in place of a TCR hash functions, where an adversary for the ACgecurity, given a
target public keyk* and ciphertext*, is allowed to query a pair of public key: and
ciphertextc to the decryption oracle, which answers the adversary \wighdecrypted
result of c by the secret key opk. The CPCA security seems closely related to the
security notioncomplete non-malleabilityntroduced by Fischlin [4].

The schemes presented in this paper are validity-cheekafrieich implies validity-
check-free (e.g., MAC-free) CCA-secure hybrid encrypiioiney are combined with
validity-check-free CCA-secure symmetric encryption ({DE



2 Preliminaries

2.1 Notations

N is the set of natural numbers aRds the set of real numbers. denotes a null string.
A function f : N — R is negligiblein , if for every constant: > 0, there exists
integern such thatf (k) < k~¢ for all k& > n. Hereafter, we often usg(k) < e(k) to
mean thatf is negligible ink.
When A is a probabilistic machine or algorith,(z) denotes the random variable

of A’s output on inputz. Then,y & A(z) denotes thay is randomly selected from
A(x) according to its distribution. Whenis a value, A(z) — a denotes the event that

A outputsa on inputxz. When A is a sety Y A denotes thay is uniformly selected
from A. WhenA is a valuey <+ A denotes thag is set asA.

In this paper, we consider that the underlying machines aif®@mn Turing ma-
chines. But it is easy to extend our results to non-uniformnumachines.

2.2 The DDH Assumption

Let & be a security parameter afidbe a group with security parameterwhere the
order of G is primep and |p| = k. Let {G}; be the set of groug> with security
parametek.

For allk € N we define the set® andR as follows:

D(k) — {(G, 91,92, 97, 9%) | G < {Gly, (91,92) = G,z 2 Z,}
R(k) —{(G,91,92,91,92) | G & {G}, (91,92, Y1, y2) = G'}.

Let A be a probabilistic polynomial-time machine. For fale N, we define the DDH
advantage ofd as

AdvDDH 4 (k) « | PrlA(1%,p) — 1 | p < D(k)] — PrlA(1*, p) = 1 | p < R(K)]|.

The DDH assumption fofG } ¢y is: For any probabilistic polynomial-time adversary
A, AdvDDH 4 (k) is negligible ink.

2.3 Pseudo-Random Function (PRF)

The concept of a pseudo-random function (PRF) is defined]iby%5oldreich, Gold-
wasser and Micali.

Let £ € N be a security parameter. A pseudo-random function (PRFjlyfain
associated witfSeedy, } ren, {Domy }reny and{Rng,, } ren Specifies two items:

— A family of random seed$Seedy, } en.

— A family of pseudo-random functions indexed by’ & Seedy, o & X, D &

Domy,, andR <& Rng,, where each such functidff>~-2"® maps an element of
D to an element oRR. There must exist a deterministic polynomial-time aldorit
that on inputl*, o € X andp € D, outputsF&-*-P-R (p).



Let A° be a probabilistic polynomial-time machine with oracleessctoO. For all
k, we define

AdvPRFE 4(k) « | Pr[A" (1%, D, R) — 1] — Pr[ARF (1%, D, R) — 1]],

whereX & Seedy, o <2 X, D <& Domy, R & Rng,,, F « FE-ZPR andRF : D —
R is a truly random functionp € D RF(p) s R).

F is a pseudo-random function (PRF) family if for any probisfit polynomial-
time adversaryd, AdvPRFF_4(k) is negligible ink.

2.4 Pseudo-Random Function with Pairwise-Independent Ratom Sources
(wPRF)

Here, we introduce a specific class of PRFBRFs.

Letk € N be a security parameter aRthe a PRF family associated wifBeedy } r.en,
{Domy }ren and{Rngy } ren.

We then define aPRF family forF.

Let & <& Seedy,, D & Domg, R &K Rng,, andRF : D — R is a truly random
function (Yo € D RF(p) <~ R).

Let X5 be a set of random variables (distributions) oveérand /s be a set of
indices regarding”’ such that there exists a deterministic polynomial-timeoatgm,
fx: Iy — Xz, thatoninput € Is, outputss; € X5.

Let (04,04, - - -, 04y, ) DE random variables indexed bYs, fx), wherei; € Is
(j =0,1,...,t(k)) andt(k) is a polynomial ofk. Let o;, be pairwisely independent
from other variablesy;, , . . ., Ty s and each variable be uniformly distributed over
That is, for any pair of5;,.0,) (j = 1,...,t(k)), for any(z,y) € X2, Pr[o;, —

x A o, —y| =Prlo;, — ] - Prlo;, —y] =1/| X

Let AP/= be a probabilistic polynomial-time machiné that queries; € D

along withi; € Iy to oracle(F,Ix) and is replied Wiﬂ'F?iE’D’R(qj) for eachj =

— — R .
0,1,...,t(k), where(Go, ..., Tyr)) < (Tiy, - - -+ Ty, ) iNOracle(F, I).
Let ARF:I2 be the same ad ™! exceptrl:™ "% (¢o) is replaced byR F (o).
For all k, we define

AdvrPRFE 1, a(k) « |Pr[A"=(1% D, R) — 1] — Pr[A®EI= (1% D/ R) — 1]).

F is arPRF family with indeX{ (I, fx)} seseed, ke if fOr any probabilistic polynomial-
time adversaryd, AdvrPRFF 1,. (k) is negligible ink.

Remark: Here, we introduce an example of inddx;, fx) for pairwisely independent
random variables, which is used in the proposed schemes.



Let k be a security parameter afitibe a group with security parameterwhere
the order ofG is primep and|p| = k. Let X — G. Then(Ig, f¢) is specified by

Is — {(V,W,d) | (V,W,d) € G x Z,},

Xg «— {U(V,W,d) | oW,w,d) < yritdragy A (V,Wd) e G? x Zp AN (7‘1,7’2) <£ Zgh
fo il — Xe and fg: (V,W,d) — ovw.a-

If d # d',V # 1andV’ # 1, then two random variables; v,y € X¢
andoy w4y € Xg, are pairwisely independent, and each one is uniformly dis-
tributed overG, whereas three random variablesy w.q) € Xc, o(v w4y € X¢
ando (v wr ary € Xg, are notindependent.

In the experiment of defininddvrPRF ;. 4(k), A" queriesq; € D along
with (V;, W;,d;) € Ig to oracle(F, Ig) and is replied withF2 > (¢;) for each

93
Jj=0,1,...,t(k), where(cy,...,T¢w)) & (T (Vo Wordo)s - - -3 O (Viry Wiy odarry) ) @ND
the random selection @&y, . .., 74 (1)) is due to the uniform selection 6f;, 72) J Y/
in oracle(F, Ig).
Hereafter, this index,/¢, f), is shortly expressed by, — {(V,W,d) | (V,W,d) €
G2 x Z,} andfe : (V, W, d) — VIrHar W with (ry, ra) < 72,

2.5 Target Collision Resistant (TCR) Hash Function

Let £ € N be a security parameter. A target collision resistant (T@&5h function
family H associated witfDomy, }eny and{Rng, } .cn Specifies two items:

— A family of key spaces indexed by. Each such key space is a probability space
on bit strings denoted bi{H;. There must exist a probabilistic polynomial-time
algorithm whose output distribution on inplft is equal tokKHj,.

— A family of hash functions indexed by, h & KHg, (D1,D3) <« D & Domy,
andR < Rng,, where each such functidd®”™ maps an element @, to an
element ofR, whereD; «— {p | p & D, }. There must exist a deterministic
polynomial-time algorithm that on input’, » andp € D, OUtpUtSHIZ’D’R(p).

Let .4 be a probabilistic polynomial-time machine. Forfallwe define

AdvTCRy 4 (k) —
Prlp e D1 Ap#p* AHPPR(p) = HEPR(p*) | p & AL, p*,6%, 1, D, R)],

where(Dy,D;) «— D & Domy, R & Rng,, (p*, 6) & (D1,Ds) andh & KH.
H is a target collision resistance (TCR) hash function farifiior any probabilistic
polynomial-time adversaryl, AdvTCRu, 4 (k) is negligible ink.

Note that this definition is a variant of the standard definittf TCR hash functions,
where an extra inpug*, is given to adversaryl in addition to the target inpup*. A
special case of this definition, whéh is the null string, is the standard one.



Remark: An example of a TCR hash functioH;"”"*" to be employed in Section
4.1is:h & KHy,, Dy « (D1, D2), Dy « G4 Dy — Z4 Ry — Zp, (2,0, C1, Ca) <

171(<B D1), (z1,22,y1,Y2) 2D, (<—R Dy) with z — g7' g5* andw «— g{" g3°.

2.6 PKI-Based Authenticated Key Exchange (AKE) and the Extaded
Canetti-Krawczyk (eCK) Security Definition

This section outlines the extended Canetti-Krawczyk (e€#Curity definition for two
pass PKl-based authenticated key exchange (AKE) protdhatswas introduced by
LaMacchia, Lauter and Mityagin [10], and follows the degtidn in [17].

In the eCK definition, we suppose there arparties which are modeled as proba-
bilistic polynomial-time Turing machines. We assume tleahe agreement on the com-
mon parameters in the AKE protocol has been made among tliepbefore starting
the protocol. The mechanism by which these parameters ketesd is out of scope of
the AKE protocol and the (eCK) security model.

Each party has a static public-private key pair togetheh witertificate that binds
the public key to that partyd (B) denotes the static public key (B) of party A (B)
together with a certificate. We do not assume that the cargjfsguthority (CA) requires
parties to prove possession of their static private keysybuequire that the CA verifies
that the static public key of a party belongs to the domainuidlip keys.

Here, two parties exchange static public kelys3 and ephemeral public keys, Y;
the session key is obtained by combinidgB, X,Y and possibly session identities.
A party A can be activated to execute an instance of the protocoldcallession
Activation is made via an incoming message that has one d6togving forms: (/1, B)
or (B, A, X). If Awas activated with{ A, B), then A is called the session initiator,
otherwise the session responder. Session initidtareates ephemeral public-private
key pair,(X, x) and send$B7 A, X) to session respond#&. 5 then creates ephemeral
public-private key pair(Y, y) and send$A, B, X,Y) to A.

The session of initiatad with respondeB is identified via session identifieﬁL B, X, Y),
whereA is said the owner of the session, afidhe peer of the session. The session of
respondet3 with initiator A is identified ag B, A, Y, X), whereB is the owner, and
Ais the peer. Sessidi3, A, Y, X) is said a matching session @i, B, X, Y). We say
that a session is completed if its owner computes a sessjon ke

The adversaryM is modeled as a probabilistic polynomial-time Turing maehi
and controls all communications. Parties submit outgoimgsages to the adversary,
who makes decisions about their delivery. The adversaisepits parties with incoming
messages vidend(message), thereby controlling the activation of sessions. In order t
capture possible leakage of private information, advgrddris allowed the following
queries:

— EphemeralKeyReveal(sid) The adversary obtains the ephemeral private key asso-
ciated with sessiosid.

— SessionKeyReveal(sid) ~ The adversary obtains the session key for sessitin
provided that the session holds a session key.

— StaticKeyReveal(pid) The adversary learns the static private key of paidy



— EstablishParty(pid) This query allows the adversary to register a static puldic k
on behalf of a party. In this way the adversary totally coisttbat party.

If a party pid is established b¥stablishParty(pid) query issued by adversamt,
then we call the partdishonestlIf a party is not dishonest, we call the pahgnest

The aim of adversaryM is to distinguish a session key from a random key. For-
mally, the adversary is allowed to make a special qiesg(sid*), wheresid* is called
thetarget sessionThe adversary is then given with equal probability eitimer $ession
key, K*, held bysid* or a random keyR* < {0, 1}/5"|. The adversary wins the game
if he guesses correctly whether the key is random or not. Tiaeléhe game, we need
the notion offresh sessioas follows:

Definition 1. (fresh session) Ledd be the session identifier of a completed session,
owned by an honest partyt with peer3, who is also honest. Leid be the session
identifier of the matching session @4, if it exists. Define sessiatid to be “fresh” if
none of the following conditions hold:

— M issues &essionKeyReveal(sid) query or aSessionKeyReveal(sid) query (ifsid
exists),

— sid exists andM makes either of the following queries:
bothStaticKeyReveal(.A) and EphemeralKeyReveal(sid), or
both StaticKeyReveal(B) and EphemeralKeyReveal(sid),

— sid does not exist andt makes either of the following queries:
both StaticKeyReveal(.A) and EphemeralKeyReveal(sid), or
StaticKeyReveal(B).

We are now ready to present the eCK security notion.

Definition 2. (eCK security) LefK* be a session key of the target sessili that
should be “fresh” R* < {0, 111571, andb* < {0, 1}. As a reply toTest(sid*) query by
M, K* is given toM if b* = 0; R* is given otherwise. Finallym outputsb € {0,1}.
We define

AdvAKE (k) < |Pr[b =0b"] — 1/2|.
A key exchange protocol is secure if the following condgibald:

— If two honest parties complete matching sessions, therbibtiycompute the same
session key (or both output indication of protocol failure)

— For any probabilistic polynomial-time adversaiyt, AdvAKE v (k) is negligible
in k.

This security definition is stronger than CK-security [2Hahsimultaneously cap-
tures all the known desirable security properties for autibated key exchange includ-
ing resistance to key-compromise impersonation attackakwerfect forward secrecy,
and resilience to the leakage of ephemeral private keys.



2.7 Key-Encapsulation Mechanism (KEM)

A key encapsulation mechanism (KEM) scheme is the triplégafrithms, > = (K, E, D),
where

1. K, the key generation algorithm, is a probabilistic polynaitime (PPT) algorithm
that takes a security paramekee N (provided in unary) and returns a pgirk, sk)
of matching public and secret keys.

2. E, the key encryption algorithm, is a PPT algorithm that tad®énput public key
pk and outputs a key/ciphertext pak ™, C*).

3. D, the decryption algorithm, is a deterministic polynomiadé algorithm that takes
as input secret keyk and ciphertexC*, and outputs key<* or 1 (L means that
the ciphertext is invalid).

We require that for allpk, sk) output by key generation algorithik and for all
(K, C*) output by key encryption algorithfa(pk), D(sk, C*) = K* holds. Here, the
length of the key|K*|, is specified by(k), wherek is the security parameter.

Let A be an adversary. The attack game is defined in terms of amatitexr com-
putation between adversa# and its challengel;. The challenge€ responds to the
oracle queries made hyt. We now describe the attack game (IND-CCA2 game) used
to define security against adaptive chosen ciphertextiatigi D-CCA2).

1. The challenge€ generates a pair of key&k, sk) & K(1¥) and givespk to ad-
versaryA.

2. Repeat the following procedugg(k) times, fori = 1,...,q1(k), whereg (-) is a
polynomial.A submits string”; to a decryption oracld)O (in C), andDO returns
Dsk (CIL) to A.

3. A submits the encryption query &b The encryption oraclez O, in C selectd* &
{0,1} and compute$C*, K*) — E(pk) and return§C*, K*) to A if b* = 0 and
(C*, R*) if b* = 1, whereR* £ {0, 1}/5"1 (C* is called “target ciphertext”).

4. Repeat the following proceduge(k) times, forj = ¢ (k) +1,...,q1(k) + g2 (k),
wheregs(+) is a polynomial A submits string”; to a decryption oracle)O (in C),
subject only to the restriction that a submitted t€xtis not identical toC*. DO
returnsD,;(C;) to A.

5. A outputsb € {0,1}.

We define the IND-CCA?2 advantage @f AdvKEM'\PCCA2(k) — | Pr[b = b*] —
1/2] in the above attack game.

We say that a KEM scheme is IND-CCA2-secure (secure agailagiti@e chosen
ciphertext attacks) if for any probabilistic polynomi@ie (PPT) adversary,
AdvKEM'YP-CC42(1:) is negligible ink.

3 The Proposed AKE Protocol

3.1 Protocol

Let £ € N be a security parametef L {G}\ be a group with security parameter
k, and (g1, g2) & G2, where the order of; is primep and|p| = k. LetH be a



TCR hash function familyF andF be PRF families, an# be arPRF family with
index {(Is, fc)}ce (G}, ke, Wherele « {(V,W.d) | (V.W.d) € G* x Z,} and
fo 1 (V,W,d) — VI Ham W with (ry, ) < Z2.

(G,g1,92), H, F, F andF are the system parameters common among all users of

the proposed AKE protocol (althougfhandf: can be set privately by each party). We
assume that the system parameters are selected by a thistigobirty.

PartyA’s static private key igag, a1, as, as, as) J (Z,,)® and.A’s static public key

is A1 — gi'g5?, As — ¢{%g5*, andhy il KH; that indexes a TCR hash function
Ha Hk,DH,RH
A ha

Similarly, PartyB'’s static private key igbo, b1, ba, b3, by) &2 (Z,,)® andB's static

public key isB; «— g"1gh?, By — g% g%, andhy < KH, that indexes a TCR hash
function Hp «— HZ?H’RH.

As for Hy PR Dy (Dy,Dy), Dy « (II)? x G7, Dy — 73, Ry — Zy

and (certa, A1, Ao, certg, By, B2, Y1,Y5,Y3) & D1, wherell, denotes the space of
possible certificategerta (resp.,certg) are certificates of A, As) (resp.,(B1, B2)),

and(AlaA27B17B2aY17Y27Y3) <£ G7 And (a17a27a37a47b17b2;b3ab4ay3) <£ Zg

(H D,), whereA; «— g{'g3*, As — g{*g5*, B1 « g}'g5*, Ba — g}*gs* andY; «
91 . 5 B R
A andB setmPRF and PRFg" «— Fk.2FDeRe B« FR2ZeDeRe gnd
Fk’xﬁ’D'&’R?, whereXr «— G, Dg +— (Hk)2 X Glo, Rf «— {0, 1}k, EIE — Zp, DIE —
{0,1}%, Re «— (Z,,)?, D¢ — {0,1}*, D «— {0,1}*, andR: « (Z,)>.

To establish a session key with pafly party. A performs the following procedure.

1. Selectan ephemeral private Ky, @) <~ {0,1}* x {0, 1}*.

2. Computed « Z _oai mod p, (z,23) «— F5 (1%) + F;(Z2) mod p (as two-
dimensional vectors) and the ephemeral public K8y — g7, Xy «— ¢35, X3 «—
97?). Note that the value ofz,x3) (anda) is only computed in a computation
process of the ephemeral public key from ephemeral and gtaviate keys.

3. Eras€z, x3) and the whole computation history of the ephemeral publc ke

4. Send B, A, X1, X5, X3) to B.

Upon receiving B, A, X1, X, X3), party3 verifies that X, , X», X3) € G3. If so,
perform the following procedure.

1. Selectan ephemeral private kg, i) < {0, 13 x {0, 1}%.
2. Computeb «— Z b mod p, (y,y3) — Ey5(1%) + F ;(72) mod p (as two-
dimensional vectors) and the ephemeral public K8y « g¢7,Y> «— g5,Y3 «—
Y3
91")-
3. Erase(y,y3) and the whole computation history of the ephemeral publc ke
4. Sen(XA, B,X17X2,X3,Y1,Y2,YE;) to A.

Upon receiving A, B, X1, X5, X3, Y1, Ya,Y3), party.A checks if he senttB, A, X1, X5, X3)
to B. If so, A verifies that(Y7, a2, Y3) € G3.



To compute the session kegt,computesr 4 « Y, Teesyr2teaay s prpde and
B computesrg «— X1 Tbs xhatdba s AY ASY \wherec « Ha(A, B,Y1,Ya,Ys) and

d«— HB(B,A,Xl,XQ,Xg).

If they are correctly computed, < o4(= op). The session key i&K «— F,(sid),

wheresid — (A, B, X1, Xo, X5, Y1, Ys, Y3).

A

U
(a05a15a25a37a4) — (ZP)
a a a a
Ay — 9119227A2 — 97°95%,
ha

5

(#1,F2) < {0,1}* x {0,1}*
(z,23) — F5, (1¥)
+P~’a(i=2) mod p
(a Z?:o a; mod p)
Xl — g%»XQ — g%»

X3« g7® 5
3 91 (B,A,X1,X2,X3)
7T

(Yl,}/é7Y3) c G?’?

(A,B,X1,X2,X35,Y1,Y2,Y3)

¢ — Ha(A, B,Y1,Y3,Y3)
d— Hp(B, A, X1, X2, X3)
o — Y1a1+caay2az+ca4_

Yy BBy
K «— Fg(sid)

B

U
(b07 b17 b27 b37 b4) — (ZP)S
By — g'g5*, By — g1°g5",

hp

(X1, X2, X3) € G3?

(91, 92) <£A{O, 1}* > {0, 1}*
(y,ys) « F5,(1%)
. +F3(¢2) mod p
(b~ Z?:o b; mod p)
Yl — 9%7}/2 — 937
Y3 — gf°

C < HA(Aa Ba Ylv Y27 Y3)

d— Hp(B, A, X1, X2, X3)

o — Xi)1+db3X32+db4~
X1 AV ASY

K — F, (sid)

Heresid — (A, B, X1, X2, X3,Y1, Y2, Y3), and(Ay, A, By, B>) € G is confirmed

indirectly through the certificates.

Fig. 1. The Proposed AKE
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3.2 Security

Theorem 1. The proposed AKE protocol is secure (in the sense of Defin#)df the
DDH assumption holds fofG}ien, H is a TCR hash function family; and F are
PRF families, andr is a rPRF family with indeX (Ic, fc)}ce{c},,ken, Wherelg «—
{(V\W,d) | (V,W,d) € G* x Z,} and fg : (V, W, d) > V7 H4m2 1 with (71, 75) <
Z2
-

Proof. It is obvious that the first condition of Definition 2 holds.

We will prove that the second condition of Definition 2 hold&ler the assumptions.

Letsid* be the target session chosen by advergaryA be the owner of the session
sid* andB be the peer. Lesid* be(A, B XI,X2,X3,Y1 ,Y2 Y5, whereA includes
(AI!AQ) B InCIUdes 611132) Al — gl 92 !AQ — gl g2 lBl — gl 932! B2 —
91 92 L XT =gt 7X2 — 93 »Xs <_91 Y~ gi 7Y2 — g5 7Y3 H91 .

We will evaluate the advantagldvAKE x4 (k), in the following two disjoint cases
(which cover the whole):

— Case 1: there exists a matching sessiafi, of target sessiosid”*,
— Case 2: there exists no matching session of target sesdion

Case 1:
To evaluateAdvAKE , i (k) in Case 1, Where‘\/lgl] is an adversary in Case 1, we
0

consider five games;gﬂ, G[ll], G[Ql], Gg”, GE] as follows:

GameGE”. This is the original eCK game with adversaMé” in Case 1 to define
AdvAKEM([Ju (k).

Game G[ll]. This is alocal eCK game with an adversa;M[l” that is is reduced from
gameGE] with adversary/\/l([)”. In the local eCK game in Case M[ll] activates
only two parties (sayd andB) (except dishonest parties) and only two sessions,
the target session and the matching session (days, X7, X3, X3, V1", Y5, Y5')
and(B, A, Y, Y5 Y5 X7, X5, X5) ) (except sessions with dishonest parties).

GameG}’. We modify gameG!" to gameG.! by changing PRF$;-, F5., F;: and
F of the target and matching sessions to random functions.

Game G[” We modify gameG to gameG.3 by changing the value dfy;")*s
(X3)¥s to arandom elemerzft<— G.

GameG“] We modify gameG to gameG[ ] by changing PRH, - to a random
functlon Note that the requirement of PRF figy- is sufficient here{PRF is not
necessary).

Let Advl! be the eCK advantage ! in gameG!! (i.e., AdvAKE (k) in Case

1). LetAdvE” (1 =1,2,3,4) be the eCK advantage (Affl[ll] in gameGEl]
We will then evaluate the relations between pairs of the aidges.
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Claim 1. For any adversary\/tg} in gameGg] and any (correctly set-up) local eCK
gameG[ll], there exists an adversary&,/l[ll], for the local eCK game, and a machine
/\/l[;] whose running times are at most that/bfgl], such that

Advi! < dn(k)2s(k) - Advl) + s(k) - AdvPRF: i ()

ponlt
whereME” activates at most(k) sessions.

Proof. Let's suppose thaMB” activates at most(k) honest parties. Given an adver-
saryM([)” in gameGg” and a (correctly set-up) local eCK game with two parties, (
andB), we construcrz\/l[ll} as follows: First,/\/t[ll] randomly establishgs:.(k) —2) hon-

est parties correctly in addition td and 5. M[11] then simulates the eCK game for the

n(k) honest parties (includingl andB) with Mg]. M[ll] randomly guesses the target
session whose owner and peer drand .

M[f] 's simulation is executed as follows:

1. M[ll] selectse — (o, as) & {0,1}2. Intuitively, a; = ‘0’ meansM[ll]’s guess
that/\/lgl} issues no ephemeral key reveal querybfor the guessed target session,
anda; = ‘1’ means the oppositer, = ‘0’ meansM[ll] 'S guess thaI/\/lB” issues
no ephemeral key reveal query Brfor the matching session of the guessed target
session, andw; = ‘1’ means the opposite. Due to the conditions of a target ses-
sion (or a fresh session),M([)” issues an ephemeral key reveal query for a target
session,/\/lgu cannot issue the static key reveal query on the owner of tigetta
session.

2. If ais ‘00, M[ll] issues static key reveal queries drand B in the beginning of
the game, and then starts the simulation of the eCK game/wikﬂ.

In the simulation,

(&) M[ll] simulates the sessions of the establisfve@d:) — 2) honest parties cor-
rectly.

(b) Ifa s):assion of4 or B is not the guessed target session nor the matching session,
M[11] correctly simulates the session (i.e. selects an ephemévate key and
computes ephemeral public key correctly by using the staidt ephemeral
private keys).

(c) If a session of4 or B is the guessed target session or the matching session,
execute the local eCK game.

If M[ll]’s guess is incorrect (i.eA/lE] does not select the guessed target session

as the target session M%” issues an ephemeral key reveal query for the guessed

target or the matching sessiovm[ll] aborts this game (gan(é[ll}).

3. Ifais 0L, M[ll] issues a static key reveal querydrin the beginning of the game,
and then starts the simulation of the eCK game wamé”.

In the simulation,

(a) /\/l[ll] simulates the sessions of the establisbe@:) — 2) honest parties cor-
rectly.

12



(b) If a session of4 is not the guessed target sessl@mgﬂ correctly simulates the
session (i.e. selects an ephemeral private key and comgpitesneral public
key correctly by using the static and ephemeral private)keys

(c) If asession of is not the matching session of the guessed target ses‘el%ﬁ,
selectyy, y3) &g Z2 and compute¥’ — g{,Ys «— g5 andYs — g}°.

(d) If a session of4 or B is the guessed target session or the matching session,
execute the local eCK game.

If /\/l[ll]’s guess is incorrect (i.eA/lE] does not select the guessed target session

or M([)” does not issue an ephemeral key reveal query for the matshsgjon or

issues an ephemeral key reveal query for the guessed t&sgfbms),/\/l[ll] aborts

this game.

4. If ais 10, M[ll] issues a static key reveal queryBin the beginning of the game,
and then starts the simulation of the eCK game \omtlél].

In the ?Hnulation,
(a) M;" simulates the sessions of the establisbe@:) — 2) honest parties cor-

rectly.

(b) If a session of3 is not the matching session of the guessed target session,
M[11] correctly simulates the session (i.e. selects an epheimévate key and
computes ephemeral public key correctly by using the stait ephemeral
private keys).

(c) If a session of4 is not the guessed target sess'mm[f] selecty(x, z3) & Zg
and computes(; — g7, Xo < g5 and X3 — ¢7°.

(d) If a session ofd or B is the guessed target session or the matching session,
execute the local eCK game.

If Mgl]'s guess is incorrect (i.eA/lB” does not select the guessed target session or

Mgl] does not issue an ephemeral key reveal query for the guessmd $ession

or issues an ephemeral key reveal query for the matchin'gasea,sM[l” aborts this

game.

5 Ifais'1l’, M[f] starts the simulation of the eCK game Wj/th([)”.

In the ?Hnulation,
(a) M;" simulates the sessions of the establisbe@:) — 2) honest parties cor-

rectly.
(b) If a session ofd or B is not the guessed target session nor the matching session,

M[ll] selectq(z, x3) = Zf, and computes(; — g7, X < ¢% andXs «— g;°
(or selectgy, y3) J 72 and computed’ — g7, Ys — g andYs — g7*).
(c) If a session ofd or B is the guessed target session or the matching session,

execute the local eCK game.
6. M\! finally outputs the output M., unlessm!! aborts the game.

If M[ll] 's guess (on the target session ar)ds correct andv = 00, M[ll]’s advan-
tage in this simulation is exactly equivalent/sd([)l]’s advantage in gamé‘.g”.

If /\/l[f]’s guess (on the target session ands correct andv € {01, 10,11}, the
difference betweem/l[ll]’s advantage in this simulation addlg”’s advantage in game
Gg” can be evaluated as follows:

13



We now assume a PRF security test environmenffarvhere adversary\/l[;] is
allowed to access to two oracles, which &7, , £5,) (61, 52) < Z2) or two random
functions(RF}, RF5).

We then construct\/l[;] as follows:/\/l[;] simulates the sessions &f and B cor-
rectly except the computation df; and FE of A and B, where in place of/\4[11]’s
selecting(z, z3) & 22 and/or(y, y3) & Z? (in cases ofy € {01,10,11}), M[;] sends
the related queries to the oracles. Finaluj/g] outputs 1 iff/\/l[ll] correctly guesses
(i.e., M"'s outputb is equivalent ta* in (Definition 2 of) gameG}).

If the oracles aréFy, , Fs, ), then the simulation with the oracle queries is equivalent
to gameGg”, since the distribution oi* andb* are independent and uniform ovgéy.
Otherwise, it is equivalent t(M[ll] 's simulation described above under the condition
that/\/l[ll]’s guess is correct. The number of calls to the oracles is deditys(k) in

all cases ofx € {01,10,11}, So, applying the hybrid argument, (Whemet[;] sets up
thei-th step of the hybrid argument fo= 1, . .., s(k)), we obtain

|/—\dv([)1] — Adv[ll] [CorrGuess]| < s(k) 'AdVPRFﬁ,M[;](k)’

whereAdv[lu [CorrGuess] is the advantagAdv[lu under the condition thafvl[ll]’s guess
is correct.
Since the probability thaM[ll] 's guess on the target session is correct is at least

1/(n(k)%s(k)) and the probability thaME” 's guess is correct on is 1/4,
1/(4n(k)?s(k)) - (Advl! — s(k) - AdvPRF (k) < Advi'.
]

Claim 2. There exists a probabilistic machirM[l], whose running time is at most
that ofMg”, such that

1 1
Advi! — Advy| < 2 max{AdvPRF; jtt (), AdVPRE i (k)

Proof. We now assume PRF security test environmentd-fandF, where adversary
M is allowed to access to four oracles, which &g, Fs,, Fe,, Fe,) (61, 62) < 72,
(£1,6) <2 {0,1}2%) or four random function$RF;, RFs, RF5, RE}).

We construct/\/lg” as foIIows:/\/lgl] sets up the parameters of gaﬁéﬂ for two
parties,4 andB3, and the target and matching sessions correctly and siesulae game

with adversarym|" except the computation &t (z3), F;. (73), Fz: (1%) andFy: (1),
whereMgl] accesses to the oracles and sets the returned values asdtierfvalues.
Finally MY outputs 1 iffM!Y correctly guesses (i.e., M!!'s outputh is equivalent
to b* in (Definition 2 of) game(;[f]).
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If the oracle isF andF, the simulation is equivalent to gan@'e[lll. Otherwise, the

simulation is equivalent to gan@[;].

Since both the static and ephemeral keys of the target (ingjckession are not
revealed at the same time, we obtain

1 1
Advi — AdvyT| < 2 max{AdvPRF; jt (), AdvPRF i (k).

O

Claim 3. There exists a probabilistic machinet, whose running time is at most
that of/\/l([)”, such that

IAdvS! — Advll| = AdvDDH 1) (k).

Mz[]}] (

Proof. Given a DDH problenp — (G, U, V, W, Z), wherep & D(k) or p & R(k),
we construct its adversarME] using/\/l[ll] in gameG[;] as follows:

ML” sets up the parameters of gan@é” for two parties,A and 3, correctly and
simulates the game with adversam[f] except the computation af;, X3, Y5 and
(Y5)% (= (X5)%).

For the computation/,\/lf] setsg; — U, X3 « V, Y5 «— W, and setsZ as the
specified value ofY;")*s (= (X3)¥s). (Note that the simulation of the other values can
be perfectly executed with using, X3, Y5 and(Y5)*s (= (X3)¥3).)

Finally M outputs 1 it ML correctly guesses (i.e., M{"'s outputb is equiv-
alent tob* in (Definition 2 of) game(;[;]).

If p & D(k), the advantage oM[ll} in this simulation is equivalent to that in game
G, Advl!. Otherwise, the advantage fi[" in this simulation is equivalent to that
in gameGg”, Advg].

Therefore|Adv)! — Adv| = AdvDDH pap (). O

Claim 4. There exists a probabilistic machirM[l], whose running time is at most
that ofM[O”, such that

Ay — Advll| < AdvPRF,. | (k).
? 5

Proof. Given a PRF security test environment #6y where an adversary is allowed to
access an oraclé;, (y s G) or a random functioRF', and tries to distinguish them,
we construct its adversavyflg] using/\/l[f] in gameG[31] as follows:

Mé” sets up the parameters of ga@é” for two parties,A and B, correctly and

simulates the game with adversa(ty[ll] except the computation df «+ F, - (sid"),
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where/\/lg} sendssid” to the oracle and sets the value returned from the oraclé.as
Finally M outputs 1 iffM!Y correctly guesses (i.e., M!!'s outputh is equivalent
to b* in (Definition 2 of) game(;g”).

If the oracle isF,, the returned value from the oracle is perfectly indistisable
from that of F,- (sid), since the value of* in gameG[;] is uniform and independent.
Then, the advantage (Af’l[ll] in this simulation is equivalent to that in gar@” , Advgﬂ.
Otherwise, the advantage M[ll] in this simulation is equivalent to that in gar@”,
Advl!.

Therefore|Advi! — Adv}!| < AdvPRF, pap (). O

Summing up Claims 1 to 4 and from the fact thaitvf] = 0, we obtain the follow-
ing claim,
Claim 5. Let’s suppose Case 1 occurs. For any advers&n)k” in the eCK game
(Definition 2), there exist probabilistic machine‘sdg],/\/lgl],/\/tg” and Mg], whose
running times are at most that (Af/lgl], such that

AdvAKE i) (k) < an(k)?s(k) - (2- max{AdvPRF; i (), AdVPRF i (k)}

—l—AdVDDHME] (k) + AdVPRFF,Mg] (k) + s(k) - AdVPRFIE,M[;] (k).

Case 2

Next, we will evaluateAdvAKE k) in Case 2, whereﬂ/l([f] is an adversary in

M([f](
Case 2. Recall thatd™ is the target session chosen by advers/a‘ry], A is the owner
of the sessiorid* andB is the peer. Letid* be (A, B, X}, X3, X5, Y, Y5, Y5).
In Case 255 is a honest party, but does not own a session that is matahsession
sid*. Due to the conditions of a fresh session (i.e., restristionsid™), ME)Q] cannot
issue a static key reveal query Bn but/\/lgzl (or a dishonest party) can establish a ses-
sion,sid; — (C@, B, X x{" x{ v v v{?), with B that is not equivalent
to sessiomid* (i.e.,(A, B, X7, X3, X5, Y7, Y5, Yy) # (CD, B, X x{ x§ v¥,
Yg(i), Y3(i))) and can issue a session key reveal query on sesidiofori = 1, ..., t(k).
Here we have the following two disjoint cases:
(@) (4, B, X7, X3,X3) # (CO, B, x{7, X3, X{"),
(b) (A, B, X7, X35, X3) = (CO, B, X}", X", X37) and(v7", Y5, V) # (V). v5 ", v3).
We will then give the proof (of Case 2) in case (a), but omit thaase (b), since if
case (b) occurs, we can apply the same argument (to proveaitveige-independence
of o* ando;) in case (b) for{ A1, As), (honestly generatea{Yl(i), Yz(i)), (M%z]’s out-
put) (Y, Yy) and Ha(A, B, Y, vV, v{") # Hu(A, B,Yy,Yy,Yy) as that in
case (a) fof By, Bs), (honestly generated);, X3), (M?"s output)(x”, X{”) and
Hy(B,A X7, X3,X3) # Hg(B,CD X x{V x{7) that will be described be-
low.
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We consider seven game@.?], G[f], G[Qz], G[32], Gf], G[52] andGE], as follows:

GameG/;. Thisis the original eCK game with adversay,; to defineAdvAKE , px (k)
0

in Case 2.
GameG[f]. This is alocal eCK game with adversar)pvl[f} that is reduced from the

original eCK game with adversar)y/l([f]. In the local eCK game in Case M[f]
activates only two parties (e.g4 and B) (except dishonest parties) and the tar-
get session (e.g(A, B, X7, X5, X5, Y, V5", Y5")) (except the other sessions with
dishonest parties).

GameG}’. We modify gameG!” to gameGY by changing PRF$;-, F5., F3: and
ngi) (i =1,...,t(k)) to random functions.

Game G, We modify gameG’ to gameG[? by changing the value aB?* B§'**
(in the computation process of «— (Y;*)*i+¢ a3 (Y, )ea+eai (Y, )% By~ B ")
to (X;)bi+d bs (X 5)b2+4"b1 This change is purely conceptual.

GameG. We modify gameG to gameG!? by changing DH tuplgG, g1, g,
X7, X3) <L D(k) to a random tupléG, g1, go, X7, X3) <2 R(k).

GameG?. We modify gameG!? to gameG? by adding a special rejection rule
in gameG[Q], such that gamG?] aborts if/\/l[f] (dishonest party’) establishes
a session withB, sid; — (¢ B, x" x{ x{ v v? vV issues a
session key query on the sessidhz (B, A, X7, X3, X2) = Hp(B,C®, xV,
x0 x$yand(B, A, Xt, X3, X2) # (B,¢O, xW x{ x{") occur. As men-
tioned above, we assume tha, A, X7, X3, X3) # (B,C, x{V x{V x{)
occurs (case (a)).

GameG. We modify gameG” to gameG!? by changing arPRF of the target
sessionF, -, to a random function.

Let Adv!” be the eCK advantage d¢1)” in gameG? (i.e., AdvAKE , (2 (k) in
Case 2). LeAdv?] (1=1,2,3,4,5,6) be the eCK advantage (zlf/l[f] in gameG?].

We now proceed to evaluate the differences between paireafdvantages.
Claim 6. For an adversary/\/l([f] in gameG([)z] and a (correctly set-up) local eCK
game, there exists an adversay‘yl[f], for the local eCK game, and a machim[;]
whose running times are at most thawﬂf], such that

Advl < 2n(k)?s(k) - Adv + (k) - AVPRF; , o1 (k)
AL

WhereMEQ} activates at most(k) sessions.

Proof. The proof of this claim is similar to that of Claim 1. The onliffdrence is for
/\/l[f] 's (andM[ll]’s) guess onw. In Case 15 owns the matching session of the target
session, whilés owns no matching session in Case 2, but has a restrictionyorekeals

such thai5’s static key cannot be revealed. Therefo’ke[f} only needs to make a one-
bit guess ond’s key reveal (static or ephemeral key reveal) to completestimulation.
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We then obtain

1/(2n(k)?s(k)) - (Advi) — s(k) - AdvPRF; iz (k) < Adv!?.

The proof of the following claim is also similar to that of @ta2.

Claim 7. There exists a probabilistic machirj’mm, whose running time is at most
that ofMéQ], such that

[Advi — AdvE| < 25(k) - max{AdvPRF; 2 (), AdVPRE o (k) ).

Claim 8.
AdvE = Adv

This is clear since the change is purely conceptual.

Claim 9. There exists a probabilistic machine’?, whose running time is at most
that of/\/l([f], such that

2 2
AV — AdvE| = AdvDDH o1 (k).

Proof. Given a DDH problenp — (G,U,V, W, Z), wherep Y D(k) or p & R(k),
we construct its adversayt!” usingM!? in gameG? as follows:

Mf] sets up the parameters of ga@éﬂ for two parties,A and 3, correctly and
simulates the game with adversaby[f] except the computation @f , g2, X7, X35.

For the computatiorLMf] setsgy — U, g2 «— V, X{ « W, and X5 «— Z.
(Note that the simulation of the other values can be pesfestecuted with using
g1, 92, Xf, X; Especiallya* - (Yl*)a’{+c*a§ (Yz*)a;Jrc*aZ (Yg*)mg (Xf)bIer*b; (X;)bSer*bZ
can be computed from the private keys thmf] sets up,(aj, a3, a%,a}), x5 and
(b, b3,b5,0%), as well as adversar)pvl[f]'s ephemeral public keyY;*, Y5, Y5"), and
(X7, X3).)

Finally Mf] outputs 1 iff/\/l[f] correctly guessefs* (i.e.,/\/l[f] 's outputd is equiv-
alent tob* in (Definition 2 of) gam@E]).

If p 2 D(k), the advantage oM[f] in this simulation is equivalent to that in game
Gf], Advg}. Otherwise, the advantage M[f] in this simulation is equivalent to that
in gameG ), Adv?.

ThereforeAdvi? — Adv!”| = AdvDDH i (). O
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Claim 10. There exists a probabilistic machine(”), whose running time is at most
that of/\/l([f], such that

AV — AdvP!| < AdvTCR i ().

Proof. Lethp < KHy, Dy «— (D1, D), Dy « (II})? x G7, Dy «— Z3, Ry — Zy,
(p*,0%) & Dy, p* — (B, A, X;, X5, X3), 6% — (b5, b5, b5, b5, %, a5, a, af, ).
Given a TCR hash function probletp*, 6*, hg, Du, Ry ), we construct its adversary
M using M P in gameG!? as follows:

MY simulates gam&? with adversaryM? with setting (B, , B, A;, A,) as
the static public key oB8 and.A of the target session and setti(y;, X5, X5) as the
ephemeral public key ofl, where the related private key;, b3, b5, b}, a7, a5, a3, a}, z3)
are employed byvl?] in the simulation.

Since the distribution of X7, X5) is equivalent to those of garr(éf] (e.g., the
ephemeral public key of the target sessi¥i;, X3 ), is uniformly distributed or:2 in
gameG?). Therefore simulation of ganm@? by M2 is perfect.

It M issues a session key query on session— (C®, B, xV x{V x{" v\
v\ vy with Hg (B, A, Xt, X3, X3) = Hg(B,C® X x{V x{ in this sim-
ulation, M outputs (B, ¢, XV, x{7 x{7). Thus, M breaks the TCR hash
function associated withDy } ey and {R g }ren, if game GE] applies the special
rejection rule and aborts.

We then obtain . 2l
|Adv," — Adve"| < AdvTCRMéz] (k).

O

Claim 11. There exists a probabilistic machine(?), whose running time is at most
that of/\/l([f], such that

| Advg) — Advi | < AdvrPRF, | i (k) +4/p.
314Gy 6

Proof. Let sid; — (C®, B, X" x{" x{ v v vy (i = 1,... t(k)) be
sessions with3 on whichM[f’] issues session key queries, whéfé is a dishonest
party established byt . Let K; — F, (sid;), whereo; — (X9)bi+dibs (x{1))ba+diby

(x{Pyws” (cDy? (C§)ew® e — B (sid;) andd; — Hip(sid;).

Let the target session of garGd”! besid* — (A, B, X7, X3, X3, Yy, Yy, V) and
the session key ofid* be K* «— F,.(sid*), whereo* «— (X})b1+d b3 (X5)ba+d b
(YV)®s (Yy)eiteas (Yy)este el o  Hy(sid*) andd* «— Hp(sid*).

We now consider two cases for each session(i = 1,2,...,t(k)), Case (i) and
Case (ii).
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Case (i): (G, g1, 92, Xfi), Xéi)) € D(k). Thatis, there exists € Z, such thatX{i) =
g X =g
Case (ii): (G, g1, 92, X\, X{") ¢ D(k).

We Say(Gvgl7925Xf7X5) € GOOdKeyv if (G7g17927XT7X§) ¢ D(k) andgl 7é
1,92 # 1,91 # g=. Since the parameter is uniformly selected frifk) in gameG[52],
it occurs with probability at leagt —4/p). Hereafter, we assume th@t, g1, g2, X7, X3) €

GoodKey occurs in gamé}f]. Note that all games to be investigated here are modified
from gameG[52] with preserving the distribution df, g1, g2, X5, X3).
(B1, Ba, 0%, 0;) are expressed by the following equations:

log,, By =bj +nb5 (mod p)

log,, B2 = b3 +nby (mod p)

log,, 0 = 27 (b] + d*b3) + nz5(b3 + d*by) + (mod p)
log,, o; = x(b] + d;b3) +nx (b5 + d;by) +~ (mod p).

whereg, = gfl, Xi = gi*, X5 = g;?, (¥3)" (¥7") i+ es (vy)od+eod = gf x{¥ =
z i z i)\ () ) \y (D) i)\ey®
gt, X3 = g7 and (x5 )" (O (05))e = g7
If Case (i) occurs, the value of; is (information theoretically) independent from
o*foranyi =1,...,t(k), since

log,, o; — v = x(b] + nb3) + zd;(b3 +nby) (mod p)

is linearly dependent tiog, By andlog,, Bs, while log, o* is linearly independent
from log,, B; andlog, Bs. (Actually, givensid;, the value ofo; is uniquely deter-
mined, but, giversid®, the value ofr* is still uniformly distributed inG if (b3, b}) &2
72.)
p
Hence, hereafter we consider the case that Case (ii) ocouadlf = 1, ..., t(k).
Then, we will show the following proposition:

Proposition 1. Letassume thats, g1, go, X7, X;) € GoodKey. Then, giverfsid*, sidy,
...,sidyy)), o ando; are pairwisely independent for any= 1,...,t(k), and each
one is uniformly distributed ove®, when(bs, b)) & Z2.

Proof. First, we consider the relation betwesid* andsid; (i = 1,...,t(k)). So we
investigate the following matrix:

1 n 0 0
0 0 1 n
x] nry d*x] nd*x
T1 NT2 div1 nd;ivs

; (1)

WhereXfi) = g7 andXQ(i) = g72.
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This matrix (1) is regular if and only if

(w3 — 27)(x2 — 1) (d" —di) 0 (mod p). )

1 # 0andz} — z7 # 0, since we assume thél, g1, g2, X, X5) € GoodKey, i.e.,
(G, 91,92, X, X3) & D(k) andgy # 1,95 # 1,1 # go. In gameGE, d* — d; # 0
by the special rejection rule, and — x; # 0 in Case (ii).

Therefore, this matrix (1) is regular. Then, giveid{,sid;), the value of(o;, o*) is
uniformly distributed ovefz> when (b3, b}) < Z2. O

We can then construct an adverszmg] for TPRFF with index{(Ig, fc)}ce{c}a kem
by using/\/l[f} in gameG[f] as follows, wherdg « {(V,W,d) | (V,W,d) € G*xZ,}
andf : (V,W,d) — Va2 with (ry, o) < Z2:

Given therPRF security experiment faf, Mg} sets up the parameters of game
G2 such that

GGl <G, 07y, g2 g,

(a7,a3,a5,a3) < (Z,)", AL giigsE, Ay — gigst,

(B1, B2) 2 (Zy)?, Bi g, Bs e g,

(af,ab,05) (2,20} #03), X7 —gl', X5 g3t Xie— gy
W00 E @), v =gt v =gt v =gl

c— Huy(AY]YS), d°— Hp(B,X7,X3)

ci = Ho(CO, YV v, di — Hp(B, X{V, X}"),

VS X3 /(XT)T, W e (X7)P O (v )7 (v e (v s el
Vi X0/ Wy ()P ey (o) gy
(i=1,....tk)).

Under this setting of the parametefslg] can perfectly simulate the sessiosigl,"
andsid;, with M[f] except the computation of* ando;, fori =1,...,¢(k).

We now setry, o) «— (b5, b%), and apply the indeX; — {(V,W,d) | (V,W,d) €
G2 XZP} andfg : (V,W,d) — yritdrzyy, Then,o(v*’W*’d*) =o* anda(vhwi,di) =
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o;fori =1,...,t(k), because

OV Wedr) = (V*)7'1+d*7'2 W

= X XYM - (X)X )R L (X)L (5 (v o (v b
= (X;‘)bf+d* b3 (X;)bg-ﬁ-d* by . (Yg*);c; (Y1*>a1‘+c*a§ (sz*)a;-t,-c*az

:O"

O(V; Wi ds) = VP””Wi

1)\ b i * i * i b* i)\ B1 +d; B2 i)\ g lH) i)y (P )\ey®
= (X)) /() ({0 dibE j(x (it (X (Dymdie (X (s (o) (of e
= (XD (x Dyt (x Dy (o (o)

= 04,

whereb} = 1 —nb5 (mod p), andby = S2—nb; (mod p). Here note thak v« yy« g+) =
o* ando(y, w,,q,) = oi fori = 1,...,t(k) hold simultaneously for any selected value
of (b3, bZ)inZg.

M simulates gam&? with adversaryM[? except the computation dt* «—
F,«(sid*)andK; « Fy,(sid;) (i = 1,...,t(k)), Where/\/l?] gives indexV*, W*, d*)
and(V;, W;,d;) (i = 1,...,t(k)) to the oraclg F, Ig) in the experiment of thePRF
security definition (in Section 2.4) and sets the valuesrneith from the oracle a&™
andK; (i = 1,...,t(k)). Finally M[62] outputs 1 iffM[f} correctly guesseg* (i.e.,
MP's outputh is equivalent ta* in (Definition 2 of) gameG?).

If the oracle is forA™/¢, the above-mentioned simulation is the same as g@ﬁe
and the advantage (M[f] in this simulation is equivalent to that in gar@f], Adv?}.

If the oracle is forA®*F>1= | the simulation is the same as ga@éﬂ, and the advantage
of /\/l[f] in this simulation is equivalent to that in garﬁﬂﬁm, Adv[62}.

From Proposition 1, ilGoodCoin occurs,(c*, 0;) are pairwisely independent for
i=1,...,tk).

SincePr[-GoodCoin] < 4/p, we then obtain

| Advg — AdvE! | < AdvrPRF, | ji2 (k) +4/p. ©)
O

SinceAdv[62] = 0, by summing up Claims 6 to 11, we obtain the following claim,

Claim 12. Let's suppose Case 2 occurs. For any adversM)[f] in the eCK game
(Definition 2), there exist probabilistic machineS/l[f],Mgz],/\/(f],./\/l[f] and M?],
whose running times are at most that/bﬂf], such that
AdVAKE | (k) < 2n(k)?s(k) - (2s(k) - max{AdVPRF; , o (k), AdvPRF; i (k)} +
AdVDDHMf] (k) + AdvTCRMéz] (k) + AdWTPRFF,I@,M([f] (k) +4/p) +

s(k) - AdVPRFf: M[2](k).
WMy
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4 The Proposed KEM Scheme

4.1 Scheme

In this section, we present a CCA secure KEM scheme.

Let £ € N be a security parameter, and et {G}\ be a group with security
parametef;, where the order o is primep and|p| = k.

LetH be a TCR hash function family, afidoe arPRF family with indexX{ (¢, fc)}ce (G}, ken
wherelg «— {(V,W,d) | (V,W,d) € G* x Z,} and fg : (V,W,d) — V7itdr21y

with (r1,72) < Z2.

Secret Key: The secret key isk «— (x1,x2,y1,Y2) 2 Z;ﬁ.

Public Key: g¢; & G, go & G,z « ¢g7'g5%, w — gi'gy?, H «— Hﬁ’DH’RH and
F «— FF2FDeRe

Here,h & KHy,, Dy « (D1, Ds), D1 « G4, Dy — Z4 Ry  Zp, (2,0, C1, Cs)
51(‘E Dy), (z1,72,91,Y2) 2D, (& D) with z — g1 95> andw — g{' g5,
Yr « G, Dr « {pk} x G? (pk is a possible public-key value) amk « {0, 1}*.
The public key ik — (G, g1, g2, z,w, H, F).

Encryption: Chooser L Z,, and compute

Cq (_971"’

C'2 Hgga

d<—H(z,w,C1,Cg)
r, rd

o< ZWw

K — Fa(p]{j, C1, 02)

(C1, Cs) is a ciphertext, and( is the secret key to be shared.
Decryption: Given(z,w, C1, Cs), check whether

(z,w,C1,Cy) € G*.
If it holds, compute

d«— H(z,w,Cy,Cy)
o — Ofﬁ-dyl C§2+dy2

K «— f‘jg(pk/‘7 Cl, CQ)

Remark: Even ifd «— H(z,w,C:,C5) is replaced byl — H(Cy,C>), the CCA
security of the proposed KEM is preserved, and then the lyidgTCR hash function

H®P#Rit can be the standard one (with no extra in, 22, y1,y2) < Dy, to an
adversary). However, to guarantee its CPCA secutishould beH (z, w, Cy, Cs).
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4.2 CCA Security

Theorem 2. The proposed KEM scheme is IND-CCA2 secure, if the DDH assomp
holds for {G}ren, H is @ TCR hash function family, arfl is a 7PRF family with
index{ (g, fc)}ee{c}y,ken, Wherelg — {(V,W.d) | (V,W,d) € G* x Z,} and

fo 0 (V,W,d) — VIHar o with (r, 7o) < 72,

Proof. The proof is similar to the proof of the security of the propd#\KE in Case 2.

Firstlet us review some notation of the IND-CCA2 game of alvesne. Le{C}, C5),
pk* — (G, g1,92, 2%, w*, H, F) and (z3, 25, y7, y5) be the target ciphertext, public
key and secret key, anl* — F,-(pk*,Cy,C3), whered* «— H(z*,w*,C},C3)
ando* — (z*)" w*” ¥ When adversaryd sends(C\”,C{") to the decryption
oracle DO ¢ = 1,...,#(k)), the oracle retumnsk «— F,(pk*,C\” C{"), where
d— H(z*,w*,C{",C{) ando — (C{)#i+dvi (O5)wa+dus,

In this proof, we consider five games,, G1, G2, Gz andG, as follows:

GameG,. Thisis the original IND-CCA2 game with adversa#yto defineAdvKEM'YP-CCA2 (),

GameG;. We modify gameG, to gameG, by changings* «— (z*)" w*" ¢ (in
the computation process of the target ciphert&Xtin the encryption oracle) to
o* — CpPitd VI (Cg)m+d7ys | This change is purely conceptual.

Game G,. We modify game&, to gameG., by changing DH tupl€G, g1, g2, C5, C3) &
D(k) to a random tupléG, g1, g2, C5, C5) & R(k).

Game G3;. We modify gameG, to gameGg3 by adding a special rejection rule to
gameG,, such that, gamé&; aborts if A sends(O{i),CQ(i)) to the decryption
oracle andH (z*, w*,C},C3) = H(z*,w*,C{i),CQ(i)) and (z*,w*,C5,C3) #
(z*,w*, Y c$P) oceur.

GameG,. We modify gameG; to gameG, by changingrPRF F,- in the the en-
cryption oracle to a random function.

Let Adv, be the IND-CCA?2 advantage ofin gameG (i.e., AdvKEM'\PC*2(k)).
LetAdv; (i = 1,2, 3,4) be the IND-CCA2 advantage of in gameG;.

We can obtain the following claims, whose proofs are esaliynthe same as those
of Claims 8, 9, 10 and 11. So we omit them here.
Claim 13. Advy = Adv;

Claim 14. There exists a probabilistic machiog,, whose running time is at most that
of A, such thajAdv; — Advy| = AdvDDH 4, (k).

Claim 15. There exists a probabilistic machiog,, whose running time is at most that
of A, such thajAdvs — Advs| < AdvTCR 4, (k).

Claim 16. There exists a probabilistic machiog;, whose running time is at most that
of A, such thajAdvs — Advs| < AdvrPRFF 1, 4,(k) +4/p.
SinceAdv, = 0, by summing up Claims 13 to 16, we obtain the following claim,
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Claim 17. For any adversary4 in the IND-CCA2 game there exist probabilistic ma-
chines, 4, A; and. A3 whose running times are at most that4f such that

AdvKEM'YP Ak <
AdvDDH 4, (k) + AdvTCR 4, (k) + AdvrPRFF 1, 4, (k) + 4/p.

4.3 CPCA Security

In this paper, we define a stronger security notion than tha €& urity on KEM and
PKE.

Here, we consider a trapdoor commitment, where commitegrdsr)S commits to
x by sendingC' «— E,;(z) to receiverR, thenS opensz by sendingsk to R, where
(pk, sk) is a pair of public key and secret key, amd= D, (C). Using a trapdoor
commitment, several committer§y, ..., S,, commits toxy, ..., z, respectively by
sendingCi « Epi(z1), ..., Cn «— Epi(z,) to receiverk. Another party can open
them simultaneously by sending: to receiverR. A possible malleable attack is as
follows: after looking apk andC «— E,(x) sent to receiveR, adversaryd computes
pk’, C’, algorithmConv and non-trivial relatiorRel. A registerspk’ and send€>’ to
‘R as a commitment te’ such thaRel(x, z’). Whensk is opened,A computessk’ «—
Conv(sk) and sendsk’ to R such thate’ = D/ (C).

To capture the security against such malleable attacks,omedefine the CPCA
(Chosen Public-key and Ciphertext Attacks) security folMK&hemes.

Definition 3. (CPCA security) Lef = (K, E,D) be a KEM scheme. Lét*, pk* and
sk* be the target ciphertext, public key and secret key of KEM®&t. In the CPCA
security, an adversaryl, givenpk* andC*, is allowed to submit a ciphertext along
with polynomial-time algorithmConv < (Convy, Convs), to the decryption oracle
DO (with sk*) under the condition thatConv, (pk*), C) # (pk*, C*), whereConv,
and Convs uniquely compute the public-key < Conv, (pk*) and the corresponding
secret keysk «— Convy(sk*, pk*), respectively. Here there exists a polynomial-time
algorithm of verifying the validity o€onv such that for all(c, k) < EConvl(pk,*)(l"')
k = Dconvs (sk* pi+)(c). If Conv is valid, DO computessk « Conva(sk*, pk*) and
returnsD (C) to A.

We can define the advantage.4ffor the IND-CPCA gameAdvKEM'P-CPCAL).
We say that a KEM scheme is IND-CPCA-secure if for any prdissibi polynomial-
time (PPT) adversaryd, AdvKEM'Y> “PCA(%) is negligible ink.

This notion is considered to be closely related to the ngtiomplete non-malleability
introduced by Fischlin [4].

We now show that the proposed KEM scheme is CPCA secure. e phe se-
curity, we need a new requirement for a hash function fantiilg, generalized TCR
(GTCR) hash function family.

Definition 4. (GTCR hash function family) Léte N be a security parameter. Lét
be a hash function family associated widom,, Rng,, and KH,, which are the same
as those shown in Section 2.5.
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Let Conv and Rel be function and relation families with parameter spdegam,.
Letr € Paramy, then functionConv,. : X — X mapse; € Xj toes € Xj. Given

R & Rng, of hash function family, Rel, C R x R is an associated relation d,
where, for anyl; € R, d2 € R is uniquely determined witRel, (d1, d2).
Let.A be a probabilistic polynomial-time machine. For &llwe define

AdvGTCRY R (k) — Pr[Rel, (HyP % (p*, 6%), Hy PR (Conv, (%), 6)) A
(p*,0%) # (Conv.(p"),) | (r,6) < A(*, p*,¢",6*,h, D, R)],

where (D, Dy) — D <& Domy, R <& Rngy, ((p*,¢%),0") & (D1, Do) andh &
KHy.

Hash function familH is a generalized target collision resistant (GTCR) haslcfun
tion family associated witiConv, Rel) if for any probabilistic polynomial-time adver-
sary A, AdvGTCRy " (k) is negligible ink.

If Conv, is a constant function te andRel,(d1,d;) < di = da, then the GTCR
hash function family associated witBonv, Rel) is a TCR hash function family.

Theorem 3. The proposed KEM scheme is IND-CPCA secure, if the DDH astiomp
holds for{G};en, H is @ GTCR hash function family associated wi@onv, Rel), and
F is arPRF family with indeX (I¢, fc)}ce(c} . ken, Where

— (z,w) — CONV(y, up,von ) (2%, w*) € G? is defined by: — (z*)“1 (w*)"2 and
w— (2°)" (w*)"2, andRel(yy uy vy 05) (d1, d2) < do(div1 —v2) + (d1ur —ug) =
0 (mod p), where(us, ug, v1,v2) € Z}, and

— Ig < {(V,W,d) | (V,W,d) € G x Z,} and fg : (V,W,d) — V"1Hdr2 11/ with
(7‘1,7’2) <£ Z?)

Proof. We define five games$z,, G1, G2, G4 andG/, that are equivalent to the games
defined in the proof of Theorem 2 except gatg and gameG.

GameGY%. We modify gameG. to gameGYj by adding a special rejection rule to
gameG,,, such that, gam&}, aborts if.A sends((u{”, u$”, v{? v{?), (C, C{?)) €
Z; x G to the decryption oracle, the relation,(d* v\ — v{") + (d*u” — uf) =
(mod p), holds ford* — H(z*,w*,C;,C3) andd; — H(z,w;,C\",C{”), and
(z*,w*,CY, C3) # (2, w;, C’{i), C’Q(i)), wherez; — (z*)“gn (w*)“g” andw; «— (z*)“gw
fori =1,...,t(k).

The difference of gam&, and gamdz/, is the same as that of garfie; and game
Gy.

Let Adv, be the IND-CPCA advantage gfin gameG, (i.e., AdvKEM'YPCPCA ().
Let Adv; (i = 1,2,3,4) be the IND-CPCA advantage of in gameG; (i = 1,2) and
G/ (i = 3,4).

Claims 13 and 14 hold for this proof, and the following claiande proven in a
manner similar to Claim 15 (Claim 10).

Claim 18. |Advh — Advs| < AdvGTCRy ! (k).
In a manner similar to Claim 16 (Claim 11), we can show theofeihg claim:

Claim 19. There exists a probabilistic machio€;, whose running time is at most that

(w)”,
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of A, such thaiAdvj — Adv}| < AdvarPRFE 1, 4, (k) + 4/p.

Proof. For any((u ug),vl ,u2 ) (C Cz(i))) queried to the decryption oracle, if

log,, C" = log,, Cé (mod p) (i.e, (G, g1, g2, C1,Cs) € D(k)), then it is the same
as Case (i) in Claim 11. 4 4
So, we now only consider Case (i) in Claim 1dg,, e log,, P (mod p).
Since the values ofzf,z3) and (y7,y3) are information theoretically undeter-
mined, only way forA to specifyConv to generate the secret key;,, z2, 1, y2), Of
(z,w) from (27,23, y7,y5) is to use a linear relation ovésg,, of G. That s, the most
general form of the conversion ¢f, w) from (z*, w*) is z «— (z*)“! (w*)“2g7' g5% and
w e (2%)" (w*) 2 g1 g5, and (w1, w2) — (urz] + ugyi + s1, w123 + uays + s2) and
(yl, yg) «— (’UlfL'l -|—’l}2y1 +1tq1, ’Ul.’E; +1)2y§ +t2), Where(ul, U2, V1, V2, S1, S2, tl,tg) S
8
Zp. . . . . . .
In our security analysis, the part of the conversion regey@s, , s, t1,t2) is inde-
pendent. So, for simplicity of description, we ignore thetjia the following security
. RO I () RO IR O
proof. Thatisz; «— (2*)“1" (w*)¥2" andw; «— (z*)"1 " (w*)¥2".
Then(z*,w*, 0", 0;) are expressed by the following equations:

log,, 2" =27 +nz5 (mod p)
log,, w* = yi + ny5 (mod p)
log,, 0" =7i(a] +dy]) +nri(as +d*y3) (mod p)
log,, o: = i ((u{” + v{"di)a + (ul + vl di)yi) +
s (Wl + o d)as + () + 08 di)ys)  (mod p).

(i) (i)

wheregs = g7, Cf —gl ,Cg —91 ,C()*gzl -Cz()*ﬁh
1 n 0 0
0 0 1 Ui
ry nrs d*ry nd*rs; 4)

P + o7 dy) ey () o di) 1 () + oy di) el (u) + 0 dy)
This matrix (4) is regular if and only if

(s — ) (s — ) (di( @ ol —of) + (@ ul? —u§?)) 0 (mod p). (5)

n # 0andry — r; # 0, since we assume thét, g1, g2, X7, X5) € D(k) and
g1 # 1,92 # 1,91 # go. Since we are now considering Case i)} — {” + 0, and
di(d* vl — o$) + (@ ul? —ul?) £ 0 (mod p) by the special rejection rule in game
Gi.

Hence, this matrix (4) is regular. So, the remaining parhefproof is exactly the
same as that of Claim 16 (Claim 11). O

Summing up Claims 13, 14, 18 and 19, we obtain the followidne)

27



Claim 20. For any adversaryA in the IND-CPCA game there exist probabilistic
machines A}, A} and. A} whose running times are at most that4fsuch that

AdvKEM'YPCPAk) <

AdvDDH 4 (k) + AdvGTCR " (k) + AdvaPRFE 1, 4y (k) +4/p.

O

5 Conclusion and Open Problems

This paper presented a paradigm to design cryptograplmutjwes without random or-
acles under three assumptions: the decisional Diffie-Hell(DDH) assumption, target
collision resistant (TCR) hash function family (or GTCR hdanction family) and a
class of pseudo-random function (PRF) famitieRF family.

An important open problem in this paradigm is how to condteugPRF family
from a fundamental cryptographic primitive like a one-wawpdtion or (trapdoor) one-
way permutation. Another important open problem is to ffatfie relationship (or
equivalence) between the CPCA-security and complete relleability [4].
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