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Abstract

We considertheusageof forwardsecuritywith thresholdsignatureschemes.This meansthateven
if morethanthethresholdnumberof playersarecompromised,somesecurityremains:it is not possible
to forgesignaturesrelatingto thepast.

In this paper, we describethe first forward-secure thresholdsignatureschemeswhoseparameters
(other than signing or verifying time) do not vary in length with the numberof time periodsin the
scheme.Both arethresholdversionsof the Bellare-Minerforward-securesignaturescheme,which is
Fiat-Shamir-based.Oneschemeusesmultiplicative secretsharing,andtoleratesmobileeavesdropping
adversaries.Thesecondschemeis basedon polynomialsecretsharing,andwe prove it forward-secure
basedon the securityof the Bellare-Minerscheme.We thensketchmodificationswhich would allow
this schemeto toleratemaliciousadversaries.Finally, we give severalgeneralconstructionswhich add
forwardsecurityto any existing thresholdscheme.
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1 Intr oduction

Exposureof asecretkey for “non-cryptographic” reasons—suchascompromiseof theunderlyingmachine
or system,humanerror, or insiderattacks—is, in practice,thegreatestthreatto many cryptographicpro-
tocols. The mostcommonlyproposedremedyis distribution of thesecretkey acrossmultiple serversvia
secretsharing.For digital signatures,theprimitive we considerin this paper, themain instantiationof this
ideais thresholdsignatureschemes[11]. Thesignatureis computedin adistributedwaybasedontheshares
of thesecretkey, anda sufficiently largesetof serversmustbecompromisedin orderto obtainthekey and
generatesignatures.

Distribution of thekey makesit harderfor anadversaryto exposethesecretkey, but doesnot remove
this risk. Commonmodefailures—flaws that may be presentin the implementationof the protocolor
theoperatingsystembeingrunonall servers—imply thatbreakinginto severalmachinesmaynotbemuch
harderthanbreakingintoone.Thus,it is realisticto assumethatevenadistributedsecretkey canbeexposed.

Proactive signaturesaddressthis to someextent,requiringall of thebreak-insto occurwithin a limited
time frame[17]. This againmakestheadversary’s taskharder, but not impossible.Oncea systemhole is
discovered,it canquitepossiblybeexploitedacrossvariousmachinesalmostsimultaneously.

A commonprincipleof securityengineeringis thatoneshouldnot rely on a singleline of defense.We
suggesta secondline of defensefor thresholdsignatureschemeswhich canmitigatethedamagecausedby
completekey exposure,andwe show how to provide it. Theideais to provide forward security.

Forwardsecurityfor digital signatureschemeswassuggestedby [2], andsolutionsweredesignedin [3].
Theideais thatcompromiseof thepresentsecretsigningkey doesnotenableanadversaryto forgesignatures
pertainingto thepast. BellareandMiner [3] focusonthesingle-signersettingandachieve thisgoalthrough
thekey evolution paradigm: theuserproducessignaturesusingdifferentsecretkeys during differenttime
periodswhile thepublickey remainsfixed.Startingfrom aninitial secretkey, theuser“evolves” thecurrent
secretkey at theendof eachtimeperiodto obtainthekey to beusedin thenext. Shethenerasesthecurrent
secretkey to prevent an adversarywho successfullybreaksinto the systemat a later time from obtaining
it. Therefore,the adversarycanonly forge signaturesfor documentspertainingto time periodsafter the
exposure,but notbefore.Theintegrity of documentssignedbeforetheexposureis left intact.

Combiningforward securityand thresholdcryptographywill yield a schemethat can provide some
securityguaranteeseven if an adversaryhastaken control of all servers and,asa result,hascompletely
exposedthesecret.In particular, hecannotproducevalid signaturesasif they werelegitimatelygenerated
beforethe break-in. The completeknowledgeof the secretsigningkey is uselessfor him with regardto
signaturesfrom “the past”.

It is worth noting that historically forward-securesignatureschemesandsignatureschemesbasedon
secretsharinghave beenviewedastwo differentalternativesfor addressingthesameproblem,namelythe
key exposureproblem. However, they do, in fact, provide complementarysecurityproperties. Forward
securitypreventsan adversaryfrom forging documentspertainingto the pastevenif he is ableto obtain
thecurrentsecretkey. On theotherhand,thresholdandproactive signatureschemesmake it harderfor an
adversaryto learnthesecretkey altogether. Thecrucialdistinctionbetweenthetwo notionsis thatforward
security involves changingthe actual secret while a secretsharingschemedistributes the secretwhich
remainsunchanged throughouttheexecutionof theprotocol. This is truefor both thresholdandproactive
schemes.In particular, therefreshstepsperformedin aproactive schemeupdatethesharesof thesecret,but
notthesecretitself. Therefore,withoutforwardsecurity, if anadversaryeversuccessfullyobtainsthissecret,
thevalidity of all documentssignedby thegroupcanbequestioned,regardlessof whenthedocumentswere
claimedto have beensigned. A relatedline of work dealswith partial key exposure,giving “ � out of
� ”-thresholdschemes,whereexposureof up to � -1 sharesof asecretkey givesno information[8].

Furthermore,onecanthink of the additionof forward securityto thresholdschemesasa deterrentto
attemptsat exposingthe key. Specifically, in a forward-securescheme,a stolenkey is lessuseful to an
adversary(i.e. it can’t help her forge pastsignatures)thanin a non-forward-securescheme,sinceit only
yields theability to generatesignaturesin the future. In fact, astime progresses,thepotentialbenefitsof
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exposingthekey at thecurrenttime dwindle,sincetherearefewer time periodsin which it cangeneratea
signature.Thus,anadversary’s “cost-benefitanalysis”maypreventherfrom attackingsuchaschemein the
first place.

Notonlydoesforwardsecurityprovidesecurityimprovementsto anexistingthresholdsignaturescheme,
it doesso in both of our schemeswithout addingany “online cost” to the scheme.(By “online cost,” we
meanthecostincurredduringsigningsuchasthenumberof interactionsor roundsin theprotocol.)Thatis,
with somepre-computationperformedoff-line, no moreinteractionsarerequiredto signamessagebeyond
thoseneededin thenon-forward-securethresholdversionof thescheme.This makesforward securityan
especiallyattractive improvementuponadistributedsignaturescheme.

FACTORING-BASED SCHEMES. In this paper, we presentthe first forward-securethresholdsignature
schemeswhosecostparametersdonotgrow proportionallyto thenumberof timeperiodsduringthelifetime
of a public key. We presenttwo schemesin this paper, bothof which arebasedon theschemeproposedin
[3], which in turn is basedon theschemesproposedin [12] and[21]. Thefirst schemeis basedon a new
kind of secretsharing,namely, multiplicative sharing.Thesecondschemeis basedon thestandardpolyno-
mial sharingof secrets.Undertheassumptionthatonly mobileeavesdroppingadversariesareallowed,the
first schemetoleratesup to ���
	 compromisedplayersanddoesnot rely on point-to-pointcommunication
channelsamongtheplayers.More importantly, theschemeis extremelyefficient,sincetheupdateprotocol
doesnot requireany interactionsamongtheplayers. It is not clear, however, how thefirst schemecanbe
extendedto handlehaltingandmaliciousadversaries.In contrast,not only is thesecondschemeresistant
to mobile halting adversaries,but it is alsoextensibleto copewith maliciousadversaries,aswe sketchin
Section5.

Our schemesarebasedon variousmultiparty-computation“primiti ves”. This leadsto a schemethat is
easyto understand,design,andimplement. However, we emphasizethat our approachto the proof does
not treat the primitives merely as black boxes that will automaticallyhelp us achieve our goal. Rather,
we recognizethe following principle in cryptographicprotocol design: simply putting togethervarious
primitives that have beenproven securedoesnot guaranteethat the resultingschemeis secure. There
couldbe interactionsamongtheprimitivesin sucha way thatweakenstheoverall securityof thescheme.
In addition, it is possible,if not likely, that the primitives beingusedwereconstructedundera different
setof assumptionsand,thus,shouldnotbeassumedto provide thepropertiesthatwe needunderour setof
assumptions.A case-studyof how thiscouldhappenis thefirst distributedkey generationprotocolproposed
in [24]. This schemeandmany variationsof it have beenusedfor a long time asbuilding blocksin various
cryptographicprotocols[13, 17, 16, 22]. Nevertheless,asrecentlypointedout in [14], this schemeis, in
fact,notsecurein thepresenceof amaliciousadversary.

Therefore,in proving our schemecorrect,we make surethat all assumptionsmadeby the primitives
beingusedandtheinteractionsamongthemarecarefullyanalyzed.Consequently, weareableto rigorously
provethatoursecondschememeetsboththenotionof forwardsecurityandthatof thresholdsecurityagainst
mobileeavesdroppingadversariesassumingthat theunderlyingBellare-Minerschemeis secure.(In turn,
the Bellare-Minerschemewas shown in [3] to be securein the randomoraclemodel [4] assumingthe
hardnessof factoringBlum integers.)Ourproof ideasarebasedon theproofspresentedin [20, 3, 25, 13].

Thereareseveraltechnicaldifficultiesin addingthedistribution of secretsto theBellare-Minerscheme.
Oneof thethemis to jointly generatea randomvaluein � �� where 
 is themodulusasis requiredduring
the signaturegeneration.We found that even thoughjoint-randomsecretsharingalgorithms,suchasthat
proposedin [18], do not guaranteethat thegeneratedsecretwill be in � �� , theprobability that it will be is
extremelyhigh.1 Anotherchallengeis that,like many otherthresholdschemes,we arenot working over a
field asrequiredby polynomial-interpolation basedschemes.Nevertheless,by choosingthe right “labels”
for the participants,we areable to get aroundthis technicalissuewith a simplesolution. We provide a
detailedproof thatdoingsoensuresthatall computationsin ourschemeareperformedover afield.

1Notethatevenin theunlikely eventthatthesecretvaluedoesnotbelongin � �� , theschemewill still generatevalid signatures.
Of course,whenthis happens,theschemebecomesinsecure,sinceanadversarywould learna multipleof anon-trivial factorof �
andcouldthereforefactorit. This issueis reflectedin theproof of securityfor ourscheme.
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Overall, our schemesarereasonablyefficient. Clearly, thereareadditionalcostsdueto theinteractions
incurredin sharingsecrets.However, aspreviously mentioned,with a small amountof pre-computation
performedoff-line, forwardsecurityaddsnoadditionalonlinecostto thethreshold(but non-forward-secure)
versionof the underlyingscheme. (We note that this thresholdschemeis of independentinterest.) An
overview of thecharacteristicsof our two schemesis presentedin Figure1. A moredetailedcomparisonof
theschemesandtheir costsis presentedin Section5.

SchemeCharacteristic Multiplication-based Polynomial-based���
Numberof compromisestolerated

��� ����	 ����� ����	������ "! �
Numberof playersneededto sign � �$# �&%'	������

Roundsof (on-line)communicationto sign 	 #�(
 *) �

Numberof playersneededto update � �$# �&%'	������
Roundsof communicationto update + #
Typeof adversarytolerated mobileeavesdropping mobilehalting

Figure1: Comparingour two schemes.Thevalue � representsthe total numberof playersin thescheme,
and

(
is asecurityparameter.

GENERIC CONSTRUCTIONS. In addition to specificconstructionsof forward-securethresholdsignature
schemes,wealsoexploreseveralgenericconstructionswhichaddforwardsecurityto any existingthreshold
scheme. Theseconstructionsare describedin AppendixA. At leastone of the parameters(other than
signingor verifying time) thatarerelevantto theefficiency of thesegenericconstructionsis proportionalto
thenumberof time periodsin thelifetime of apublic key. This inefficiency is thepricewe payfor thewide
applicationof theconstructions.In contrast,theparticularfactoring-basedschemesweproposein thiswork
achieve our securitygoalswhile maintainingits efficiency becausewe areableto exploit knowledgeabout
theunderlyingschemeto ouradvantage.

2 Definitions

In this section,we describeour communicationmodelandthe capabilitiesof an adversaryin this model.
Thenwe formalizewhat is meantby a forward-securethresholdsignaturescheme.Thedefinitionsrelating
to key evolution andforwardsecuritygivenhereareheavily basedon thoseprovidedin [3].

2.1 Communication Model and Typesof Adversaries

The participantsin our schemeincludea setof � playerswho areconnectedby a broadcastchannel.We
assumethatthey arecapableof privatepoint-to-pointcommunicationimplementedonthebroadcastchannel
usingcryptographictechniques.In addition,we assumethat thereexists a trusteddealerduring thesetup
phaseandthattheplayersarecapableof bothbroadcastandpoint-to-pointcommunicationwith him. Finally,
we assumea synchronouscommunicationmodel;that is, all participatingplayershave a commonconcept
of time and,thus,cansendtheirmessagessimultaneouslyin aparticularround.

We assumethatany adversaryattackingour schemecanlisten to all broadcastedinformationandmay
“compromise”the playersin someway to learn their secretinformation. However, the adversarymight
work in a variety of contexts. We categorize the different typesof adversarieshere. In both categories
describedbelow, the lastoption listeddescribesthemostpowerful adversary, sinceit alwaysencompasses
theprecedingoptionsin thatcategory.

Thefirst category we consideris thepower anadversarycanhave over a compromisedplayer. We list
theoptions,asoutlinedin [13]. First, anadversarymaybeeavesdropping, meaningthatshemaylearnthe
secretinformationof a playerbut may not affect his behavior in any way. A morepowerful adversaryis
onethatnot only caneavesdropbut canalsostoptheplayerfrom participatingin theprotocol.We referto
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suchanadversaryasa halting adversary. Finally, themostpowerful notion in this category is a malicious
adversary, whomaycauseaplayerto deviatefrom theprotocolin anunrestrictedfashion.

The secondcategory which definesan adversarialmodeldescribesthe mannerin which an adversary
selectsthesetof playersto compromise.Thefirst typeis astaticadversary, whodecidesbeforetheprotocol
beginswhich setof playersto compromise.An adaptiveadversary, on theotherhand,maydecide“on the
fly” which playerto corruptbasedon knowledgegainedduring the run of the protocol. Finally, a mobile
adversaryis traditionally onewhich is not only adaptive, but alsomay decideto control differentsetsof
playersduringdifferenttime periods.In this case,theremaybeno playerwhich hasnot becompromised
throughoutthe run of the protocol,but the adversaryis limited to controlling somemaximumnumberof
playersat any onetime.

Thefirst schemewepresentin thispaperusesmultiplication-basedsecretsharing,andwith regardto the
first category above, tolerateseavesdroppingadversariesonly. Thesecondschemeis basedon polynomial
secretsharing,andis secureagainsthaltingadversaries.In addition,we sketchmodificationsin Section5
that could allow the secondschemeto toleratemaliciousadversaries. In termsof the secondcategory
describedabove,bothschemeswe presentaresecureagainstevenmobileadversaries.

2.2 ThresholdSignature Schemes

Informally, a
�,�.-  - �/� -thresholdsignatureschemeis onein whichthesecretsigningkey is distributedamong

a setof � players,andthe generationof any signaturerequiresthe cooperationof somesize-
 

subsetof
honestplayers. In addition, any adversarywho learns

�
or fewer sharesof the secretkey can learn no

informationaboutthesecret,andhenceis unableto forgesignatures.It is oftenthecasethat
 �'� %�	 ; that

is, thenumberof honestplayersrequiredfor signaturegenerationis exactly onemorethanthenumberof
compromisedsharesthat theschemecantolerate.A thresholdschemehastheadvantagesof a distributed
secretwithout thelimitation of requiringall � playersto participateeachtime asignatureis generated.

In thispaper, weareconcernedwith key-evolvingthresholdsignatureschemes.Theseareschemeswhere
operationis dividedinto timeperiods.Throughoutthelifetime of thescheme,thepublickey is fixed,but the
secretkey changesateachtimeperiod.As in standardsignatureschemes,thereis akey generationprotocol,
a signingprotocol,anda verificationalgorithm. In a key-evolving scheme,however, thereis anadditional
componentknown as the evolution or updateprotocol, which specifieshow the secretkey is to evolve
throughoutthe lifetime of the scheme.Consequently, we use

�,�0-  ! -  ) - �/� to characterizea key-evolving
thresholdsignatureschemethatcantolerateatmost

�
corruptedplayersandworksasfollows.

First, thereis a key generationphase.Givena securityparameter1 , thepublic andthesecretkeys are
generatedanddistributedto theplayers.Thiscanbeaccomplishedwith a dealeror jointly by theplayers.

Theoperationof theschemeis dividedinto timeperiods.At thestartof atimeperiod,anupdateprotocol
is executedamongany subsetof at least

 2)
playersout of a total of � players.Theprotocolmodifiesthe

secretkey for thesignaturescheme.After participatingin theupdateprotocol,eachplayerwill haveashare
of thenew secretfor thattimeperiod.

To generatesignatures,any subsetof
 "!

playersmay executethe signingprotocol,which generatesa
signaturefor amessage3 usingthesecretkey of thecurrenttimeperiod.Thesignatureis apairconsisting
of thecurrenttimeperiodandatag.Assumingthatall playersbehavehonestly, thesignaturewill beaccepted
asvalid by theverificationalgorithm.

Verificationworks the sameasin a normaldigital signaturescheme.The verifying algorithmcanbe
executedby any individual who possessesthepublic key. It returnseither“Accept” or “Reject” to specify
whetheragivensignatureis valid for agivenmessage.Wesaythat 465 -��87"9;: is avalid signatureof 3 during
timeperiod 5 if performingtheverificationalgorithmon themessage-signaturepair returns“Accept.”

2.3 Forward Security

In a non-thresholdforward-secure signature scheme, if an adversarylearnsthe secretsigning key for a
particulartime period < , it shouldbecomputationallyinfeasiblefor her to generatea signature465 -��8729;: for
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any message3 suchthat =�>�?$@ A,B2CED � 3 - 465 -��8729F: � � 	 and 5HGI< , where =J>�?K@ A,B is thescheme’s verification
algorithm. That is, the adversaryshouldnot gain the ability to generatesignaturesfor time periodsprior
to the time the secretkey is compromised.Forward securityof a key-evolving schemerequiresthat the
secretkey from theprevioustime periodbedeletedfrom theuser’s machineaspartof theupdateprotocol.
Otherwise,anadversarywhobreaksinto theuser’smachinewill learnsigningkeysfrom earliertimeperiods,
andhencehave theability to generatesignaturesfor earliertimeperiods.

Below, we formalize the propertyof forward security in termsof key-evolving thresholdsignature
schemes,wherewhatis usuallymeantby “compromisingthesecretkey” is actuallycompromising

� %L	 or
moresharesof thesecretkey. Thesecuritypropertieswe desirefor sucha schemearetwo-fold. First,asin
any otherthresholdscheme,no adversarywith accessto

�
or fewer sharesof thesecretkey shouldbeable

to forgesignatures.Second,in orderfor theschemeto beforward-secure,no adversarywho gains
� %M	 or

moresharesof thesecretin a particulartime periodshouldbeableto generatesignaturesfor time periods
earlier thanthatone.Our notionof security, givenbelow, addressesforwardsecuritydirectly andcaptures
thresholdsecurityasaspecialcase.

Theadversary, working againsta forward-securethresholdsignatureschemeNPORQPS �T� NUORQPSWV6X0>.BZY2>�[ -
NUOEQUSWV6\"]2^E_Z`a> - NUOEQUSbVdce@ Yf[ - NUOEQUSWV =J>�?K@ A,B2� , is viewedasfunctioningin threestages:thechosenmessageat-
tackphase(denotedg�hi_ ), theover-thresholdphase(denotedjJ=�>�?k`.l"?k>ecmlJjRn ^ ), andtheforgeryphase(denoted
A$j2?oY2> ).

In thechosenmessageattackphase,theadversarysubmitsqueriesto the NUORQPSpVdce@ Yf[ protocolon mes-
sagesof herchoice.Sheis alsoallowedoracleaccessto q , thepublichashfunctionusedin the NUORQPSWVdce@ Yf[
protocol. During this phase,shemay be breakinginto servers and learningsharesof the secret,but we
assumethatno morethan

�
of themarecompromisedduringany onetime period. Note that if a playeris

corruptedduringtheupdateprotocolat thebeginningof a time period,we considerthatplayerto becom-
promisedin both thecurrenttimeperiodandtheimmediatelyprecedingone.This is astandardassumption
in thresholdschemessincethe secretinformationa playerholdsduring the updateprotocolcontainsthe
secretsof bothof thetime periods.

In theover-thresholdphase,for a particulartime period r , theadversarymaylearnsharesof thesecret
key for a setof playersof size

� %s	 or greater. This allows theadversaryto computethesecretkey. For
simplicity in thesimulation,we simply give theadversarytheentirecurrentstateof thesystem(e.g.actual
secretkey andall of thesharesof thekey during this phase).If theadversaryselectsr to bea time period
after thevery lastone,notethat thesecretkey is definedto beanemptystring,so theadversarylearnsno
secretinformation.

In theforgeryphase,theadversaryoutputsamessage-signaturepair
� 3 - 4  -��87"9R: � for somemessage3

andtimeperiod
 
. Weconsideranadversarysuccessfulif 3 wasnotaskedasaqueryin thechosenmessage

attackphasefor time
 

andeitherof thefollowing holds: (1) heroutputis acceptedby NUORQPSWV =�>�?$@ A,B , and
 

is earlierthanthetime period r in which theadversaryenteredtheover-thresholdphase;(2) sheis ableto
outputamessage-signaturepair acceptedby NUORQPSWV =�>�?$@ A,B withoutcompromisingmorethan

�
players.

NOTATION. Thereare � playersin our protocols,andthe total numberof time periodsis denotedby t .
The overall public key is denoteduwv , and is comprisedof

(
values,denoted x/y - VmVmV - xWz . In eachtime

period 5 , thecorresponding
(

componentsof thesecretkey, denotedby {;y�| } - VmVmV - {Ez | } , aresharedamongall

players.Theshareof the ~ -th secretkey value {"�,| } for timeperiod5 heldby player � is denoted{P���0���| } andthe

overall secretinformationheldby player � in that time period(all
(

values)is denoted{fv����0�} . In general,

thenotation � ���0� indicatestheshareof � heldby player � .

3 Forward security basedon multiplicati ve secret sharing

Here,we introduceasimple
�,�.-�� %L	 -�� %L	 -�� %L	�� -thresholdschemeforward-secureagainsteavesdropping

adversaries,which is basedon multiplicative sharing.A value � is sharedmultiplicatively by having each
player � holdarandomshare� ���.� subjectto � � � � y � � �����f�m�m� � ���*�����R� 
 , for agivenmodulus
 . The
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mainadvantageof this schemeis thatno informationaboutthesecretis compromisedevenin thepresence
of up to �H��	 corruptedplayersout of the total of � players. Its disadvantage,on theotherhand,is that
it requires� honestplayersto participatein thesigningand,optionally, therefreshingprotocols.First, we
describea versionof theschemethatcanhandle(staticand)adaptive eavesdroppingadversaries.Then,we
presentasmalladditionto theschemethatmakesit resilientto mobileeavesdroppingadversaries.

KEY GENERATION. Thekey generationprotocolisexecutedbyatrusteddealer, whobeginswith knowledge
of the securityparameter1 andthe total numberof time periods t . As in [3], it first picks two random,
distinct 1p� # -bit primes� -�� , eachcongruentto � mod � andsets
 � � � . Then,for eachplayer� � 	 - VmVmV - � ,

the dealerpicks
(

values { ���0�y�| � - VmVmV - { ���.�z | � at randomfrom � �� . It thencomputes,for each~ � 	 - VmVmV -�( , the

~ -th sharedsecretkey {���| � ��� ��0� y {P���0��,| � andits respective public key x�� � {"�,| � �.���� f¡�¢ �£�E� 
 . Finally, the
dealersetsthepublickey uwv to

� 
 - t - x¤y - VmVmV - xpz�� , publishesit andsendsto eachplayer � its initial secret

{Rv ���0�� consistingof
� 
 - t - + - { ���0�y�| � - VmVmV - { ���0�z | � � .

KEY EVOLUTION. At thebeginningof every timeperiod5 , eachplayer � computeseachof its secretshares
{ ���0��,| } by simply squaringtheold share{ ���.��,| }m¥by . It thenupdatesthe time index 5 anddeletesits shareof the
secretkey from theprevioustime period.

SIGNING. The signingprotocol is executedin a distributed fashionby all of the � players. Let 5 denote
the currenttime period and ¦ denotethe messageto be signed; theseare publicly known. First, each
player � from 1 to � computesits sharesof values § and ¨ by picking a value © ���0� at randomfrom � ��
andcomputing ª ���0� �«� © ���.� � � �* R¡$¬®­ . Eachplayer � thenbroadcastsits share ª ���0� . After receiving the
sharesof all otherplayers,every player � canreconstrucẗ

� ª � y � �m�m� ª ���*� ���R� 
 andthencomputes¯ y�VmVmV ¯ z¤°±q � 5 - ¨ - ¦²� . Eachplayer � locally computesits shareof � by making ³ ���0� � © ���.� � z� � y {P���0���| }µ´K¶
and then broadcastsit. After receiving all shares³ � y � - VmVmV - ³ ���*� , every player � can reconstruct� �
³ � y � �m�m� ³ ���*� ���R� 
 . We thensetthesignatureon ¦ to 465 -�� ¨ - �·� : andoutputit.

VERIFICATION. Theverificationportionof our schemeis analgorithm,not a protocol. By this, we mean
thatany personin possessionof thepublickey canverify asignatureindividually. Thereis no interactionof
parties.As in [3], thealgorithmacceptsa signature465 -�� ¨ - �i� : on ¦ asvalid by first computinḡ y�VmVmV ¯ zW°
q � 5 - ¨ - ¦²� andthencheckingif � � ���� f¡$¬m­a¢ � ¨ � � z� � y x ´K¶� ���E� 
 .

As it stands,this schemeis secureagainstadaptive eavesdroppingadversaries(althoughwe do not
presenttheproof here). To dealwith mobileeavesdroppingadversaries,we simply adda refreshprotocol
that is executedat theendof every refreshingperiods(which mayor maynot coincidewith thekey evolu-
tion). Thisrendersany knowledgeaboutthesharesthatanadversarymayhavegainedprior to theexecution
of therefreshprotocoluseless,andthus,makestheschemeproactive. Therefreshingof sharesis doneby
having eachplayerdistributea sharingof 1 andthenmultiply its currentshareby theproductof all shares
receivedduringtherefreshmentphase(includingits own share).

REFRESH. Eachplayer ~ participatesin the refreshprotocolby picking � randomnumberş�� � �y - VmVmV - ¸�� � ��
suchthat

� �} � y ¸ �
� �} � 	 ���R� 
 . Then, for each5 between1 and � , it sendsthe value ¸ � � �} to player 5

throughaprivatechannel.Onceaplayer 5 receivesthesevaluesfrom all otherplayers,it computesits share
of thenew secretby multiplying its currentshareby

� �� � y ¸��
� �} .

4 Forward security basedon polynomial secret sharing

Our
�,�.-¹#J� %º	 -¹#J� %I	 - � � %I	�� -thresholdschemeis displayedin Figure2. It is basedon polynomialsecret

sharing,andweprove it to beforward-secureagainstmobilehaltingadversaries.In thissection,wedescribe
theconstruction,which relieson severalstandardbuilding blockstailoredfor ourpurposes.Thesetoolsare
describedin Section4.2. Finally, at theendof thissection,wegivedetailsaboutthesecurityof ourscheme.
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protocol »�SfQ - S�¼�½�V6X¹>.BZY2>�[ � 1 - ti�
(1) Dealerpicks random,distinct

 � # -bit primes
� -�� , eachcongruentto � mod �

(2) Dealersets
¾°¿� �
(3) for ~ � 	 - VmVmV -�( do

(3.1) Dealersets{"�,| �ÁÀ°Â� ��
(3.2) Dealersets xp�b°±{���| � � ���* R¡�¢ ���R� 

(3.3) Dealer uses Shamir-SS protocol

over � � to createshares{w� y ��,| � - VmVmV - {P���*���| �
of {"�,| � .

(4) for � � 	 - VmVmV - � do
(4.1) Dealersets

{Rv ���.�� ° � 
 - t - + - { ���0�y�| � - VmVmV - { ���0�z | � �
(4.2) Dealersends{Rv ���.�� to player �

(5) Dealer sets uwv ° � 
 - t - x y - VmVmV - xpz,� and
publishesuwv .

protocol »ESfQ - S�¼�½�V6\"]2^�_Z`8> � 5��
(1) if 5 � t then returntheemptystring

(2) else
(2.1) The players jointly computethe up-

dated secretkey shares {Fy�| } - VmVmV - {�z | }
by squaring the previous values
{;y�| }®¥by - VmVmV - {�z | }m¥by ���R� 
 using the
Mult-SS protocol.

(2.2) Eachplayer � deletes{Rv ���.�}®¥by from his
machine.

protocol »�SfQ - S�¼�½�Vdce@ Yf[ � ¦ - 5��
(1) Using the Joint-Shamir-RSS protocol,

the players jointly generatea randomvalue
§ÄÃH� � sothatplayer � is givenshare© ���.� of
§ .

(2) Theplayersjointly compute
¨ � § � ���* R¡$¬®­Å¢ ���R� 
 usingthe Mult-SS
protocolandtheir sharesof § .

(3) Eachplayer � computes¯ y�VmVmV ¯ z�°«q � 5 - ¨ - ¦²� .
(4) Eachplayer � executes³ ���.� ° © ���0� , so that

� is initializedwith thevalue § .

(5) for ~ � 	 - VmVmV -�( do
(5.1) if ¯ � � 	 then the playersjointly

compute �Æ° � � {"�,| } �£�E� 
 using
Mult-SS .

(6) Thesignatureof ¦ is setto 465 -�� ¨ - �i� : , andis
madepublic.

algorithm »ESfQ - Sb¼�½PV =J>�?$@ A�B2CED � ¦ - 465 -�� ¨ - �i� : �
(1) if ¨ÈÇ'+ � ���R� 
�� ,

then return 0.

(2) ¯ y�VmVmV ¯ zW°«q � 5 - ¨ - ¦²�
(3) if � � ���� f¡$¬m­a¢ � ¨ � � z� � y x ´K¶� ���E� 
 ,

then return 1
else return 0

Figure2: Our thresholdsignatureschemeforward-secureagainsthaltingadversaries.Theschemeis based
on polynomialsecretsharing.
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4.1 Construction

KEY GENERATION. Thekey generationprotocolisexecutedbyatrusteddealer, whobeginswith knowledge
of thesecurityparameter1 , andthetotalnumberof timeperiodsin ourscheme,denotedt . In theprotocol,
thedealergenerates

(
valuesfor thebasesecretkey denoted{Fy�| � - VmVmV - {�z | � . Thedealerthengeneratesthe

(
values x � which arerepeatedsquaringsof thecorresponding{ �,| � value. These,alongwith themodulus

andthetotal numberof time periodst constitutethescheme’s public key, which remainsfixedthroughout
thescheme.

Thesecretkey is thensharedamongall of the � participantsusingamodifiedversionof Shamir’ssecret
sharingasdescribedin Section4.2. Eachplayer � ’s shareof the basekey {Rv ���0�� consistsof eachof his

sharesof the { ��| � values(thereare
(
of them).Player� ’s secretkey is then

� 
 - t - + - { ���0�y�| � - VmVmV - { ���0�z | � � .
KEY EVOLUTION. At thebeginning of eachtime period,theevolution of thesecretkey is accomplished
via thekey updateprotocolin which at least

#J� %�	 playersmustparticipate.(Notethedifferencefrom our
earlierscheme,which usesmultiplicative-sharingandneedsall playersto participate.)At the startof the
protocolin time period 5 , eachplayerwho participatedin thepreviousupdateprotocolhas {Rv ���.�}®¥by , i.e. his
shareof theprevious time period’s secret.Thenew secretkey is computedby squaringthe

(
valuesin the

previoussecretkey. Theplayerscomputethisnew secretkey usingtheMult-SS protocol(asdescribedin
Section4.2)

(
times.At theendof theprotocol,player � holds {RvÉ���0�} . For securitypurposes,it is crucialthat

eachplayerimmediatelydeleteshisshareof thesecretkey from theprevioustimeperiod.Notethataplayer
whohadbeenhaltedby theadversaryduringthepreviousupdateprotocolbut is no longercontrolledby the
adversarywill now begivenashareof thenew secret,whichwascomputedby the“un-halted”players.

SIGNING. Thesigningprotocolis executedin adistributedfashion.Let ¦ denotethemessageto besigned;
this is publicly known. Eachplayer � knows {Rv ���0�} . As in the updateprotocol,signingdoesnot require
participationby all of the � players.Instead,only

#J� %'	 active playersarerequired.
Becauseit is thethresholdversionof [3], thisprotocolis basedon acommit-challenge-responseframe-

work. UsingJoint-Shamir-RSS asdescribedin Section4.2, theparticipatingplayersjointly generatea
randomvalue § from � � , thenrepeatedlysquareit tÉ�£5�%Á	 timesusingtheMult-SS protocol,to getthe
commitmenẗ . Thechallengeis an

(
-bit stringdeterminedby a public hashfunction q giventhecurrent

time period,thecommitment,andthemessageasinput. Thesebits determinea subsetof valuesfrom the
secretkey. Finally, the responseis the jointly-computedproductof § with thesubsetof secretkey values
determinedby the challenge. This value,called � , is madeknown to all the playersover the broadcast
channel.Thesignatureis then 5 alongwith thepair ¨ - � .

VERIFICATION. Theverificationportionof our schemeis analgorithm,notaprotocol.This is becauseany
personin possessionof thepublic key canverify asignatureindividually. Thereis no interactionof parties.
The individual makesuseof thepublic hashfunction q to determinethepositionsof thesubsetof secret
key valueswhichwereusedin thesignature.Thenhechecksthat � squaredtÊ%'	Ë�H5 timesis truly equal
to theproductof thechallengeandthecorrespondingsubsetof public key values.If thecheckis verified,
thesignatureis accepted(denotedby a “1” in our protocol),elsethesignatureis deemedinvalid (“denoted
by a “0”).

In order to distribute the schemein [3] acrossmany players,we madeoneimportantmodificationto
the underlyingsignatureprotocol,which we highlight here. In the Bellare-Minerscheme,§ is a random
elementin � �� , while here§ is a randomvaluein � � . As explainedin Section4.2, thesignaturegenerated
by thesigningalgorithmis still valid.

4.2 Building Blocks

Wewill now describethesub-protocolsusedin ourschemeasshown in Figure2.
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SHAMIR-SS . Shamir’s standardsecretsharingprotocoloperatesover a finite field. A dealerchoosesa
secretvalue

7 � andarandompolynomial� � ¸W� of degree
 

whosecoefficientsaredenoted
7 � to

7�Ì
. He then

setsthecoefficient of theconstantterm to be thesecret
7 � andsendsto a shareholder ~ thevalueof � � ~a� .

Theproof of theprivacy of this schemeis typically basedon the fact that thecomputationsareperformed
over a finite field. However, thecomputationsin our schemeareperformedover � � , which is not a field.
Nevertheless,we canstill guaranteethat the systemhasa uniquesolutionover � � by ensuringthat the
determinantof the Vandermondematrix is relatively prime to 
 , and therefore,the matrix is invertible
modulo 
 .

First, we requirethat the numberof playersin the protocolmustbe lessthanboth � and
�
. Second,

the shareof the protocolgiven to player ~ mustbe Í � ~8� . This way, noneof the ¸F� ’s in the sharesusedto
reconstructcontaina factorof � or

�
. Next, we recognizethatall elementsin the

 %º	ÏÎ  Vandermonde
matrix arerelatively primeto 
 sincenoneof themcontainsa factorof � or

�
. Finally, thedeterminantof

theVandermondematrix is givenby
� y�Ð�}®Ñ Ì Ð ÌeÒ y � ¸ �oÓ �Ô¸ � ­ � ���E� 
 , andthereforethedeterminantmust

berelatively primeto 
 . Notethata similar approachhasbeentakenby Shoup[26] whensharinganRSA
key over ��Õ � � � .
MULT-SS . In our scheme,we needtheability to jointly multiply two distributedsecrets.We usesucha
protocol in several placesin our scheme,namely, during the generationof signaturesandalsoduring the
updatesof thesecretkey.

We formulatethe problemasfollows: two secretsÖ and × aresharedamong � playersvia degree-
�

polynomialsÍ�Ø � ¸W� and ÍJÙ � ¸b� , respectively, so that Í�Ø � +"� � Ö and ÍJÙ � +"� � × . Thegoal is for theplayers
to jointly computea sharingof a new polynomial Ú , suchthat Ú � +"� � Ö/× . Severalprevious workshave
addressedthis problem,startingwith theobservation by [6] that simplemultiplicationby player Û/� of his
individual secretsÍ�Ø � ~a� and ÍJÙ � ~a� determinesa non-randompolynomial with degree

#J�
. We describea

modifiedversionof a protocolproposedin [15], which describesa stepaccomplishingdegree-reduction
andrandomizationin a modelwith only eavesdroppingadversaries.2 In contrast,our modelallows halting
adversaries.

Thedegreereductionandrandomizationstepin [15] assumesthat the
#J� %I	 participatingplayersare

thosewith indices 	 -¹#E- V6V6V -¹#J� %�	 , andthereforemake useof precomputedconstantsin this step.However,
in ourmodel,theadversarymayarbitrarily choosewhichplayersto halt, sowe cannotassumethatthepar-
ticipantsareaparticularsubsetof players.Instead,duringtherunof theprotocol,we canjointly determine
whichplayersareavailableto participate.To do this,everyplayer Û¤� who is functioningandwasnothalted
during themostrecentupdatephasewill broadcastan“I’m alive” message.Fromthesetof thosethat re-
spond,wewill selecttheplayerswith the

#J� %Ü	 smallestindicesto actuallyperformthecomputation.Then,
theconstantscorrespondingto thatsubsetof playerscanbecomputedefficiently, in time Ý �$#J� %M	�� .

Wepointout that,if atany timeduringtheexecutionof theMult-SS protocol,aparticipatingplayeris
haltedby theadversary, thiswill benoticedby at leastoneotherparticipant,andtheprotocolcanbeaborted
andrestartedwith a differentsubsetof (currently)participatingplayers. Furthermore,the multiplication
protocolwill never needto be restartedmorethan

�
times,dueto theboundon thenumberof playersthe

adversarycanhalt duringonetime period.In addition,in thecaseof aMult-SS restart,we stressthatthe
entireupdateor signatureprotocolwhich is usingtheMult-SS protocolneednotberestarted.This is true
becauseat eachstepof theseprotocols,we ensurethatall � playersaresentsharesof theinput of thenext
step.That is, whena new setof

#J� %º	 playersis selectedduringtherestartof themultiplicationprotocol,
we areguaranteedto find a sufficient setof playerswhich possessestherequiredinput informationfor the
multiplication.

JOINT-SHAMIR-RSS . Standardjoint-randomsecret-sharingprotocolssuchasthatproposedin [18] and
[14] allow a group of playersto jointly generatea secretwithout a trusteddealer. In the instantiation
usedin our scheme,eachparticipantchoosesa randomsecretanda polynomial to sharethe secretas in

2A secondprotocolis given in [15] which requiresplayersto commit to their input shares,so that it toleratesevenmalicious
adversaries.In ourmodel,however, wedonotneedthisfunctionality, sowehavemodifiedtheirsimplerprotocolto meetourneeds.
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Shamir’s secretsharingscheme.Eachparticipantthenplaysthe role of a dealerby distributing its secret
usingShamir’s secretsharingscheme.Thejointly definedsecretvalueis thenthesumof thesecretsof all
participants.3 Furthermore,werequirethatthesharesfrom player Û¤� bedealtout in onebroadcastmessage,
with thesharefor eachplayer Ûp} encryptedunderÛW} ’spublickey. Thisensuresan“atomic” sharing,sothat,
regardlessof whentheadversarychoosesto halt players,all playersreceive sharesfrom thesamesubsetof
players.If nosuchmessageis broadcastfrom aparticularplayer Û } , heis assumedto behalted,andthesum
of sharesfor any individual playerwill clearlynot includeasharefrom Ûp} .

Our schemerequiresthat the jointly createdrandomvalue § belongsin � �� , but clearly, this protocol
doesnot provide sucha guarantee.However, theprobability that § , which is known to bein � � , is not in
� �� is negligible. Specifically, thenumbersin � � which arenot in � �� arepreciselythosenumberswhich
aremultiplesof � and

�
. Thereareapproximately�U% � of these,outof atotalof � � valuesin � � . Therefore,

theprobabilityof findingan § which is in � � but not � �� is approximatelyyÞ % yß , anegligible probability.

4.3 Security

In this section,we give severalstatementsaboutthesecurityof our »�S;Q - Sb¼�½ scheme.Proofsof thestate-
mentsaregivenin AppendixB. First,we statea lemmademonstratingthecorrectnessof ourconstruction.

Lemma 4.1 Let uwv �à� 
 - t - x/y - VmVmV - xWzk� and {Rv � } �� �à� 
 - t - + - { � } �y�| � - VmVmV - { � } �z | � � (5 � 	 - VmVmV - � ) be, re-
spectively the public key and player 5 ’s secretkey generatedby »ESfQ - Sb¼�½PV6X¹>.BZY2>�[ . Let 465 -�� ¨ - �·� : be a
signaturegeneratedby »�SfQ - Sb¼�½wVdce@ Yf[ on input ¦ whenall � playersparticipatedin thedistributedprotocol.
Then »�S;Q - Sb¼�½�V =J>�?K@ A,B CRD � ¦ - 465 -�� ¨ - �·� : � � 	
In thefollowing lemma,we statethethreshold-relatedparametersof our scheme.

Lemma 4.2 »�S;Q - Sb¼�½ is a key-evolving
�,�.-  ! -  ) - �/� -thresholddigital signature schemefor � � � � %È	 , "! �à#J� %È	 ,  2) �á#J� %È	 . That is, it toleratesup to

�
halting faultswhenthe total numberof players

� � � � %Á	 , requirestheinvolvementof
#J� %Á	 playersto evolve thesecretkey, andrequirestheinvolvement

of
#J� %M	 playersto generateavalid signature.

The following theoremrelatesthe forward security of our constructionto that of underlyingsignature
schemegiven in [3]. It shows that, as long aswe believe that Bellare-Minerschemeis secure,any ad-
versaryworkingagainstour schemewouldhave only anegligible probabilityof successforging asignature
with respectto sometimeperiodprior to thatin which it getsthesecretkey.

Theorem 4.3 Let »�S;Q - Sb¼�½ beourkey-evolving
�,�.-¹#J� %É	 -¹#J� %�	 - � � %�	�� -thresholddigital signaturescheme

andlet »ES - Sb¼�½ bethe(single-user)digital signatureschemegivenin [3]. Then, »�SfQ - Sb¼�½ is a forward-secure
thresholddigital signatureschemein the presenceof halting adversariesas long as »�S - Sb¼�½ is a forward-
securesignatureschemein thestandard(single-user)sense.

PROOF IDEA . As thesecurityof ourthresholdschemeis basedonthatfor theforwardsecurityof thesingle-
userschemein [3], familiarizationwith theirnotionof securitymightbehelpful in understandingourproof.
Ourproof alsousesideasfrom [13] regardingthesimulationof theadversary’s view of theprotocol.

Let â be an adversaryagainstthe forward securityof our thresholdsignaturescheme.The ideais to
constructanadversaryã againsttheforwardsecurityof Bellare-Minerschemein thestandard(single-user)
senseandthenrelatethesuccessprobabilityof bothadversaries.To do so,we needto simulatethesigning
andhashingoraclesto which â hasaccess,andalso â ’s view of the protocol. However, we cando this
by usingour own signingandhashingoraclesandusingthe fact that, as long as

�
playersarecorrupted,

all setsof
�

shareshave the sameprobability. To provide â with the currentsecretkey for the periodin

3Note that this schemeis securefor our purposesinceonly halting adversariesareallowed. It is not secure,however, under
attacksby maliciousadversariesaspointedout in [14].
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which it decidesto switch to the jJ=�>�?k`.l"?k>ecmlJjRn ^ phase,we simply useour break-inoption. Then,when â
outputsa forgeryfor someprevioustime period,we returnthesameforgeryastheoutputof our algorithm.
SeeAppendixB for details.

5 Discussion

COST ANALYSIS AND COMPARISONS. Distributedcomputationcanbesomewhatcostly, but our signature
schemesare quite efficient comparedto the forward-securesingle-userschemeof [3]. For example, in
themultiplicative-sharingbasedscheme,theonly addedcostfor thekey generationprotocol,which usesa
trusteddealer, is theactualsharingof thesecret.Theupdateprotocolis alsoeveryefficient,requiring

(
local

multiplicationsandno interactions. Finally, thesigningprotocolrequiresonly oneroundof interaction.
It is clear that our multiplicative-sharingbasedschemeis very simple,efficient, andhighly resilient,

i.e. it canprotectthesecreteven in thepresenceof up to �H��	 corruptedplayerswhere � is thenumber
of players.Furthermore,thecostsof signingandupdateis very low. Thepriceof this simplicity andlow
overhead,however, is thattheschemecanonly copewith eavesdroppingadversaries.

In contrast,the proposedschemebasedon polynomialsecretsharingcantoleratehalting adversaries
whicharemorepowerful,althoughit cantoleratefewerof them.It alsoisnotasefficientasthemultiplicative-
sharingbasedscheme.We canimprove theperformanceof this scheme,however, by speedingup themul-
tiplication in termsof communication.In particular, during theupdate,we canperformall

(
computations

in parallel,andthus,useonly oneinstantiationof the multiplication protocol. Signingcanalsobe expe-
dited by moving someof the computationoff-line. Specifically, sincegenerationof the randomvalue §
andcomputationof thecommitmenẗ do not dependon themessageor thecurrenttime period,they can
be precomputed.This is a significantimprovementsincethe computationof ¨ is costly, given its �åä

Ò y ��squaringson average. With this optimization,the on-line signingcostsof our new thresholdschemeare
thesameasthosein [3]. We canimprove uponthis slightly, by multiplying pairsof numberstogether, and
usingtheir productasinput into thenext roundof multiplication. In this way, on averagewe still performz
� multiplications,but only use æ6ç z� roundsof communicationamongplayers.Theverificationcostsof the
two schemesareidentical,sincetheverifying algorithmis thesamein bothcases.

In termsof spaceefficiency, thesizesof thepublic keys in thetwo schemesareidentical. It is not sur-
prisingthatourschemerequiresa largeramountof secretkey memoryoverall,sincethesecretis distributed
amongagroupof players.However, thesecretkey memoryrequiredperplayeris thesamein bothschemes.

It is interestingto notethat in our scheme,the sizeof the actualsecret(asopposedto the sizeof the
setof sharesof thesecret)is not any larger thanthatof thebasescheme.This indicatesthatactualstorage
spacerequiredfor players’sharesof the secretin our schemeis the sameasthat requiredfor the related
thresholdschemewithout forwardsecurity. Therefore,with theseimprovements,addingforwardsecurityin
thisschemeimposesno additionalonlinecosts.

ADDING ROBUSTNESS. In orderto make our polynomial-secret-sharing basedthresholdschemeresilient
to maliciousadversaries,weneedto make quitea few changesto it. We list herethemostsignificantones.

First, all secretsharingswould needto be verifiableso that maliciousbehavior canbe detected.For
that purpose,we canusethe PedersenVerifiableSecretSharingprotocol,Pedersen-VSS , in placeof
Shamir-SS protocol. This protocolhastheadvantageof beinginformation-theoretically securein terms
of privacy. ThePedersen-VSS protocolworksasfollows. Let è&ÃÔ� Þaé bethesecretvaluebeingshared,
where

�Jê
is a largeprime. Let � ê bea largeprimesuchthat

�Zê
divides � ê �'	 i, let

9 ÃÁ� �ß®é beanelementof
order

� ê
, andlet ë bea randomelementgeneratedby

9
. In orderto shareè , we first generatetwo random

polynomialsÍ � ¸b� �'7 ��% 7 y�¸ì%
VmVmVJ% 7�í ¸ í and Í ê,� ¸W� �'7"ê� % 7�ê y ¸ì%
VmVmVJ% 7�êí ¸
í
over � Þ é with

7 � � è , then
committo thecoefficientsby broadcastingthevaluesîUØ �L9Eï�ð ë ï éð ���E� � ê for Ö � + - VmVmV -�� , andthengive
to player ~ thesharesñ � � � � Í � ~8� and ñ ê � � � � Í ê,� ~8� . In our case,however, we need

�Jêp� 
 , where 
 is the
productof two unknown large primes. Fortunately, asin thecaseof the modifiedShamir-SS protocol,
this is notaproblemsince � � is anexcellentapproximationof afield.
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Second,theJoint-Shamir-RSS protocolwould alsohave to be replacedby a robust version. For
that purpose,we canusethe Joint-PedersenVerifiableSecretSharing,Joint-Pedersen-VSS , proto-
col [9, 14, 23]. This protocolworks asfollows. In a first step,eachplayer ~ commitsto a randomvalue
in è®�UÃÜ� êÞ usingPedersen-VSS protocol.Then,in a secondstep,eachplayerverifiesthecommitments
sentby all otherplayersandbuilds a setof goodplayerscontainingall thoseplayerswhosecommitments
passedthe test. It canbe shown [9, 14] that all goodplayerswill agreeon the sameset,which we callòìó ãõô . At a laststep,all players~ in

òöó ã·ô will computetheir shares÷ � � � of thecommonsharedsecret
¸ ��ø �,ù*ú¤ûpü�ý è®� ���R� � ê by usingthesecretinformationthey received in thefirst step.More specifically,

if ñ.þ � } � is theshareof è�� receivedby player 5 from player ~ , then ÷ � � � �ºø }®ù�ú¤ûpüpý ñ.þ � } �b���R� �Jê . Again, the
only modificationwewould needto make in ourcaseis to have

� ê � 
 .
Lastly, we needto modify theMult-SS protocolso that it works even in the presenceof malicious

adversaries.In orderto do so,we suggestherea variantof therobustmultiplicationprotocolgivenin [15],
whichwecall Robust-Mult-SS , in whichsecretsaresharedusingthePedersen-VSS protocol.This
variant is very similar in spirit to the multiplication protocolgiven in [9]. Let Ö and × be the two shared
secretvaluesbeingmultiplied. Let Ö � � � and × � � � bethesharesof Ö and × heldby player ~ respectively. Let
Theprotocolworksasfollows. First,eachplayer ~ commitsto thevalue Ö � � � × � � � by usingthePedersen-
VSS protocolandthenproves in Zero Knowledgethat the valueit hasjust committedis the correctone.
Examplesof suchproofscanbefoundin [10, 15]. Having donethat,theneachplayercancomputelocally
their sharesof thenew secretÖ/× by computinga linearcombinationof correctsharesit hasreceived. As
in themodifiedversionof themultiplicationprotocolpresentedin theprevioussection,theexactvaluesof
thecoefficientsfor thelinearcombinationwill dependonwhichsetof qualifiedplayersis consideredin the
computation.As in thepreviouscases,we would have to use

� ê � 
 in thePedersen-VSS protocol.As
onecansee,this protocolinvolvesa lot of interactiondueto theZK proofscontainedin it. To avoid that,
onecanresortto solutionsfor robustmultiplicationlike theonepresentedin [1] whichavoid theuseof ZK
proofsaltogether.
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A Adding forward security to any thr esholdsignaturescheme

In this section,we presentseveralwaysonecouldaddforwardsecurityto any existing thresholdsignature
scheme.All thesolutionspresentedherewill have at leastoneof its parameters(i.e. public key, secretkey,
signaturelength,or memorysize)growing linearly with thetotal numberof time periodst . Exceptfor the
lastone,all of methodsdescribedherefollow ideasgivenin [3].

LONG SECRET AND PUBLIC KEYS. In thefirst method,we have separatesecretandpublic keys for each
time period.We achieve this by runningthekey generationprotocolof theunderlyingthresholdschemet
times,oncefor eachtime period.Thesecretshareof eachplayeris thenthecollectionof thesharesfor all
t time periods.Likewise,thepublic key is thecollectionof thethepublic keys of eachperiod. Signature
generationandverificationaredoneasin theunderlyingscheme,by usingkeys for thecurrenttime period
to signandverify. Theonly differenceis thatwe attachto theoriginal signaturean index 5 indicatingthe
time periodin which the signaturewasgenerated.The updateprotocoldeletesthoseshareswhich areno
longerneeded.As onecansee,this clearlyachievesforwardsecurity, but at thecostof very longsecretand
public keys. We notethatproactivity canbeeasilyaddedin this caseby updatingthesharesof eachplayer
at thebeginningof eachtimeperiod.

REDUCING THE PUBLIC KEY LENGTH. Thesecondmethodis basedonanideasuggestedby Anderson[2],
which tradespublic key lengthfor storagespace.As before,we createsecretandpublic key pairsfor each
time period,but we think of thesepublic keys asverificationkeys, sincethey will not actuallybeincluded
in thescheme’s public key. Wealsogenerateanadditionalpair

�Åÿ��p-���� � whichweuseto certify eachof the
verificationkeys. Wethendeletethisadditionalsecretkey

ÿ��
andset

���
to bethepublic key of thescheme.

Thesecretsharesof eachplayerarethesameasin thepreviousmethod.Additionally, however, we needto
storeall theverificationkeys for eachtime period,andtheir respective certificates.Thesewill beattached
to thesignature,soany verifying partycancheckthevalidity of the theverificationkey (using

���
andthe

certificate)aswell asthevalidity of thesignatureitself (usingtheverificationkey). As before,theupdate
protocolonly involvesdeletingthesecretsharesof old timeperiods.Proactivity canbeaddedto thisscheme
in thesamewaysuggestedfor thepreviousmethod.

REDUCING THE SECRET KEY LENGTH. A slight but significantvariationto the previous methodis pro-
posedin [19]. It assumesabasethresholdschemewith distributedkey generationprotocolin orderto avoid
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the needfor a trustedthird party during a key update. Suchprotocolsareknown for both RSA [7] and
discrete-log[14] basedcryptosystems.Theoperationof theschemeis similar to themethodwe described
immediatelyabove, except that the coinsusedby eachplayer in the key generationprotocolareactually
generatedby meansof a forward-securepseudorandomnumbergenerator[5]. This typeof generatordiffers
from a standardonein that its seedis periodicallyupdatedandits output in previous stagesareindistin-
guishablefrom random.Themethodwhichusesthis typeof generatorworksasfollows.

Eachplayer ~ will initially hold a randomseed��� for a forward-securepseudorandomgenerator. This
seedis thenusedto generateall thepseudorandombitsneededby ~ in its participationin thedistributedkey
generationprotocolin all t time periods.Then,asabove, we run thekey generationprotocolof thebase
schemefor eachtime periodwith thedifferencethateachplayerusesits own sequenceof pseudorandom
bits. We thengeneratean additionalpair

�Åÿ���-���� � of secretandpublic keys, use
ÿ��

to createcertificates
for eachof the public keys, delete

ÿ��
, andset the public key to

���
. The certificatesare thenstoredand

all the secretkeys deleted. The initial secretshareof player ~ is simply � � . In the updateprotocol,each
player ~ will run the forward-securepseudorandomgeneratorusingits seedasinput to obtaina new block
of pseudorandombits anda new seed. Then,all playersengagein a key generationprotocolusingtheir
new blocksof pseudorandombits to obtainsharesof the (recreated)secretkey for thenew periodandthe
matchingpublic key. Signingandverificationwork asin thepreviousmethod.Onecaneasilyseethat this
schemeachievesforwardsecurityagainsteavesdroppingadversaries.

SHARING THE SEEDS. Despitebeingveryefficientbothin termsof signingcostsandkey sizes,theprevious
methodrequiresall theplayersto bepresentduringakey updatesothattheexactsamesequenceof keysget
generated.Theabsenceof evenasingleplayerduringakey updatemaybeenoughto obstructits operation
for thattime period(sincethekey generationprotocolmostlikely would not generatethesecret-publickey
pair for which we have a certificate).To getaroundthis constraintandtherebytoleratehaltingadversaries,
we addonemorelevel of secretsharingto the scheme.Let ���,| } denotethe seedheld by player ~ in time
period 5 . Now, in eachtime period 5 , eachuserwould have a shareof the seed�®�,| } held by player ~ (by
workingoverasufficiently largeprimefield). Thisway, if aplayer ~ becomesfaulty in a timeperiod 5 , thus
not takingpart in thekey generationprotocolfor thatperiod,thena threshold

 
of playerscanreconstruct

the seed���,| } for that player, computeits sequenceof pseudorandombits, andthenplay its role in the the
key generationprotocol.As a result,only a threshold

 
of playersis requiredto generatekeys of signatures

at any time. The main drawbackof suchan approach,which might be too severe in somecases,is that
oncea playerbecomesfaulty, its secretis revealedto all otherplayers.Theseplayerscanthencomputethe
sequenceof pseudorandombits for thatplayerfor all subsequenttime periods.

B Proofsof Security

Proof of Lemma 4.1: In order to verify that
� ¦ - 465 -�� ¨ - �i� : � is a valid signature,we needto check

whether � �.���* R¡$¬®­Å¢ � ¨ � z� � y x ´K¶� �£�E� 
 . From the descriptionof the protocol, we know that § is a

randomelementin � � , ¨ � § �.���� f¡$¬m­a¢/���E� 
 , ¯ y�VmVmV ¯ z � q � 5 - ¨ - ¦²� , and � � § � z� � y { ´K¶�,| } ���R�
 . Hence, � � ���� f¡$¬m­a¢ � � § � z� � y { ´K¶�,| } � � ���* R¡$¬®­a¢
� § � ���� f¡$¬m­a¢ � z� � y { ´ ¶ �.���� f¡$¬m­a¢�,| } � ¨ � z� � y { ´K¶ �.�d�* f¡�¢�,| � �

¨ � z� � y x ´K¶� ���R� 
 , and »ESfQ - Sb¼�½wV =�>�?$@ A,B CED returns1 on input
� ¦ - 465 -�� ¨ - �i� : � asdesired.

Proof of Lemma 4.2: Theproof follows directly from thedescriptionof »�SfQ - S�¼�½ andLemma4.1.

Proof of Theorem 4.3: Let â be the adversaryworking againstthe securityof our scheme.We want
to constructan algorithmagainstthe forward securityof the underlyingschemeusing â asa subroutine.
Following themodelof [3], our algorithmrunsin threephases:thechosenmessageattackphase,g�hi_ ; the
over-thresholdphase,jJ=J>�?�`0l�?k>ecmlZjRn ^ ; andtheforgeryphase,A$j2?oY2> . It alsohasaccessto bothasigningoracle,�

, anda hashingoracle, q . Let the public key uPv �à� 
 - t - x/y - VmVmV - xWz�� be the input of our algorithm
duringthe g�h·_ phase.Wethenstartrunning â in its g�hi_ phase,feedingit uwv .
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Initially, we pick a number	 ÃÁ� �� at randomandset 
 � 	 � �£�E� 
 . We thenchooseat randoma time
period

7
to be our guessfor the time periodof theover-thresholdphase,so 	�� 7 �Èt . In addition,we

randomlychoosea value 	
�º~�� ( andset x�� � 
 � ��¬ � ���R� 
 sothatwe know thevalueof {"�,| } for any
time period 5�� 7

. For all othervalues ~ ê��� ~ between1 and
(
, we pick a randomvalue { � é | � Ã'� �� and

compute x � é � { � é | � � ���* R¡�¢ ���E� 
 . Wethenset uPv �È� 
 - t - x/y - VmVmV - xWz�� , choosearandomtapefor â and
rememberit, andstartrunning â for thefirst time in its g�h·_ phase,feedingit uwv .

During the g�h·_ phase,â is allowedto make queriesto a q oracleanda NUORQPSWVdce@ Yf[ oracle.Therefore,we
needto simulateboththeseoracles.In doingso,wehave to simulateâ ’s view of theprotocol. â is allowed
to corruptup to

�
players(of its choice)per time periodin this phase,andit cancorruptby eithersimply

eavesdroppingor actuallyhaltingtheplayer. Therefore,weneedto beableto simulatetheactionsandviews
of thecorruptedplayers.

At thebeginning of eachtime period, â hasthe option of eitherstayingin g�hi_ phaseor switchingto an
jJ=J>�?�`0l�?k>ecmlZjRn ^ phase.If it choosesthefirst option,sodoesouralgorithm.Weonly switchto a ��?k>®_�XZ@�[ phase
when â switchesto its jJ=�>�?k`.l"?k>ecmlJjRn ^ phase.

DISTRIBUTING SHARES OF THE SECRET KEYS. Let ��} denotethesetof corruptedplayersin thecurrent
time period 5 . We know that � � } ��� � . We needto provide eachplayer röÃ�� } with a shareof thecurrent
secretkey {"�,| } for ~ � 	 - VmVmV -�( . However, wedonotknow thesesecretvalues.Fortunately, wecangetaround

thisproblemby simplypickingavaluefor theshare{ ���K���| } of {���| } at randomfrom � � for eachplayer rõÃ���} .
Weareallowedto dosobecausethesharingis informationtheoreticallysecure,andall setsof

�
shareshave

the sameprobability. Moreover, becausethe Mult-SS protocolwe usein the updateprotocolnot only
reducesthe degreeof the polynomialusedto sharethe new secretkey but alsore-randomizesthe shares,
the valuesthat we pick for the sharesof the secretkey of eachcorruptedplayer in different time periods
areindependentaslong asat most

�
arecorrupted.(Herewe make useour assumptionthat if a playeris

corruptedat thebeginningof theupdateprotocol,thenit is corruptedin boththepreviousandcurrenttime
period.) Notice,nevertheless,that if we define

�
sharesof {���| } , thenall othersharesareimplicitly defined

(althoughwe cannotcomputethembecausewe donot know thevalueof {"�,| } itself).

SIMULATING THE SIGNING ORACLE. Wecaneasilysimulatethesigningoracle NUORQPSWVdce@ Yf[ of â usingour
signingoracle

�
, andalsosimulateâ ’s view of thesigningprotocol. Let ¦ bethemessagebeingqueried

to thesigningoracle.We first queryour oracle
�

for a signature465 -�� ¨ - �i� : on ¦ . This is thesignaturewe
returnto â astheanswerto its signingquery.

In orderto simulateâ ’s view of thesigningprotocol,we do the following. First, we needto simulatethe
generationof § andthensimulatethe successive runsof theMult-SS protocoluntil we get ¨ . But the
problemis thatwedonotknow thevalue § suchthat § ���* R¡ � ¨ . However, wecangetaroundthisproblem
in awaysimilar to themethodweusedwith thesharesof thesecretkey. In thegenerationof § , eachplayer
picks a randomvalueandsharesit we the otherplayers. Sincethereareat most

�
playersin � } , we can

pick their sharesof § at randomin � � . If � ��}�� � �
andsince § is implicitly definedby ¨ , thenall the

othersharesarealsoimplicitly defined.But thatposesno problem,becausewe canstill provide all players
rõÃ���}®¥by with up to

�
randomsharesof theseothershareswithout actuallyknowing their values.

Thesimulationof therunof theMult-SS protocolin thecomputationof thesharesof § � from theshares
of § canalsobe donein a way similar to that of the updateprotocol. Let © ���K� denotethe shareof § of
a player r Ã���} . We cancomputethesharesof § � asfollows. For eachplayer r Ã���} , we createshares� © �E� ���K� � � © ���K� � � usingtheShamir-SS protocolandgive themto all otherplayersin ��} . We alsogive
eachplayer r�Ã!��} a setof �Ô����} randomvaluesin � � representingthe sharesof the sharesof § � of
all otherplayersparticipatingin the protocol. This defines,for eachplayernot in ��} , a setof � ��}�� shares
of theshareof § � heldby thatplayer. And since � ��}"��� � , thatplayer’s shareof § � is equallydistributed
in � � . We thenrepeatthe sameprocessin orderto computeall the shares(and“sub-shares”thereof)of
§�# - VmVmV - § � �* R¡ � ¨ viewedby thecorruptedplayersin ��} . At this point, we alsoneedto computeall the
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othersharesandbroadcastthemsothat ¨ canbecomputedby all players.Let © �%$  '& ���K� denotetheresulting
shareof § � �* f¡ heldby a player rÏÃ(��} . We cancomputethevaluesof theothersharesof § � �� f¡ by using

boththevalue ¨ we obtainedabove from our signingquery, andthevaluesof theshares© � $  '& ���K� of each
player r�Ã)��} . If � ��}���G �

, thenwe pick
� �*� ��}"� sharesfor § � �* f¡ at random,thencomputethe restof

thesharesfrom theoneswe have. Having donethis, we give ¨ andall sharesof § � �* R¡ to â . Now, it still
remainsto simulateof theadversary’s view duringthelastpartof thesigningprotocol,in which theshares
of � arecomputedfrom thechallengē y�VmVmV ¯ z andthesharesof § and {"�,| } ( ~ � 	 - VmVmV -�( ). However, wecan
do this usinganargumentsimilar to theoneabove sincewe know thevalue � andthevaluesof theshares
© ���K� and { ���K��,| } heldby eachplayer rõÃ���} .
SIMULATING THE q ORACLE. Wecaneasilysimulatethehashingoracleq of â usingour oracle q . For
eachquery

� 5 - ¨ - ¦²� madeby â , we queryour oracle q on thesameinput andreturnto â theanswerwe
receive.

OBTAINING A FORGERY. Let
7

thetime periodin which â decidesto switchesto an jJ=J>�?�`0l�?k>ecmlZjRn ^ phase.
At this point,we mustprovide â with thecurrentsecretkey. To do so,we first switchto a �J?�>®_"XJ@�[ phaseto
get thecurrentsecret

� {Fy�| ï - VmVmV - {Ez | ï � andthenreturnit to â . Let
� ¦ - 4 7�-�� ¨ - �i� : � betheforgeryoutputby

â . Wesimply return
� ¦ - 4 7F-�� ¨ - �i� : � astheoutputof ouralgorithm.

PROBABILITY ANALYSIS. Theprobabilityof successof our algorithmwill bevery closeto thatof â . The
only differenceis that in simulatingthe signingoracleabove, all the valueswe useare in � �� (sincethe
single-userversionof theprotocolworksover � �� ) while, in therealsigningoracle,it is possiblefor some
of the valuesit outputsto be in � � but not � �� . But sincethe value § in the signingprotocol is picked
at randomfrom � � , theprobability that it is not in � �� is negligible. Given that 
 � � � , theprobability
is at most � % � � � � � � � 	�� � % 	��¹� . Hence,if the total numberof queriesto signingoracleis

� !
, then� ! � 	��¹�&%I	�� � � is exactly theamountby which theprobabilityof successof our algorithmis reducedwith

respectto thatof â .
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